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process is robust, because it bases its decisions 
on grou s of mutual1 
is rela P- ively fast, % 

consistent features, and it 
ecause it concentrates on key 

features that are automatically selected on the 
basis of a detailed analysis of CAD type of models 
of the objects. 

@I. INTRODUCTION 

There are several tasks that involve locating 
partial1 
relative y easy tasks, such as 4 

visible objects. The 
9 

range from 
ocating a single 

two-dimensional object, to the extremely difficult 
task of locating and identifying thrF;-t;TEnsional 
objects jumbled together in a bin. 
we describe a technique to locate and identi y 

. gap-3 
overlapping two-dimensional objects on the basis of 
two-dimensional models. 

Sequential 1,2,3] 
approaches have 

and parallel [4,51roblem 
een taken to solve this 

F ' In the sequential approach, one feature a ter 
another is located and as much information as 
possible is derived from the position and 
orientation of each feature. This approach is fast 
because it locates the minimum number of features; 
however, if the ob'ects are complicated, 
determining the or a er of the features to be located 
may be difvficult. Development of the location 
strategy becomes even more difficult when mistakes 
are taken into account. 

In the parallel approach, all the features in 
an image are located, and then large grou s of 

r-;,g;ed to recogn'ze 
relaxation 5,7 t 7 

8 :j",;tgisto;;$- 

niques can be used to determine the 
eature'groups. This ap roach is robust because it 

bases its decisions on a E 1 the available 
information, and the location strategy is 
straightforward because all the features are used. 
For even moderately complex objects, however, the 
quantit 
approac h 

of data to be processed makes use of this 
impractical on current computers. 

Described here is a method called the Local 
Feature FOCUS (LFF), that combines the advanta es 
of the sequential and parallel approaches, whi 3 e 
avoidin 

ifI 
some of their disadvantages. This is 

achieve by careful analysis of the object models 
and selection of the best features. 

Belles 

II. LOCAL FEATURE FOCUS METHOD 

The basic 
F 
rinciple of the LFF method is to 

locate one rela ively reliable feature and use it 
to partially define a coordinate system within 
which a 

f 
roup of other key features is located. 

Enough o the secondary features are located to 
uniquely identify the focus feature and determine 
the position and orientation of the object of which 
it is a part. Robustness is achieved by using a 

s 
arallel matching scheme to make the final 
ecisions, and speed is achieved by carefully 
selecting information-rich features. 

The idea of concentrating on one feature is 
not new; it has been use 

P 
urpose vision programs 
he ability to generate 
their secondary features automatically from objet 
models. This automatic feature selection, when 
perfected, will significantly reduce the need for 
peo 

!c 
le 

wil 
to program recognition procedures and thus 

make possible quick and inexpensive 
application of the LFF method to new objects. 

OBJECT MODELS 

FOCUS FEATURES AND 
THEIR SECONDARY FEATURES 

I 

# , I OBJECT 

IMAGE OF EXECUTION-TIME 

OBJECTS- PROCESSING 

IDENTITIES 
-AND 

POSITIONS 

Figure 1 THE TOP-LEVEL BLOCK DIAGRAM 

As Figure 1 shows, the analysis of ob'ect,, 
models is performed once during training c ime and 
the results of the analysis are used repeatedly 
during nexecution time, making this a preach 
particularly attractive when large t num ers of 
objects are to be processed. In the rest of this 
paper, we concentrate on the training-time 
analysis. 

III. ANALYSIS 

The goal of the analysis is to examine a model 
of an object (or objects) such as the one in 
Figure 2, and generate a fist of focus features and 
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Figure 2 AN OBJECT MODEL 

Figure 3 AN EXAMPLE TO BE PROCESSED 

their associated secondary features. Given this 
information and a picture such as the one in 
Figure 3, the execution-time system tries to locate 
occurrences of the objects. In the current 
implementation of the system, ob'ects are modeled 
as structures of regions, each o I which is bounded 

TK 
b a'sequence of line segments and arcs of circles. 

e execution-time system uses a maximal-cli ue 

?! P 
ra h-matching method to locate the groups o B 
ea ures 

objects. 
that correspond to occurrences of the 
Therefore, the analysis is tailored to 

produce the information required by the maximal- 
clique matching system. In particular, the 
description of each secondary feature includes the 
feature-type, its distance from the focus feature, 
a,E;t;r;ist of the possible identities for the 

The analysis to produce this information 
is perfirmed in five steps: 

(1) 
(2) 
(3) 

Location of interesting features 

Grouping of similar features 

Rotational symmetry analysis of each 
object 

(4) Selection of secondary features 

(5) Ranking of focus features. 

The purpose of the first step is to generate 
the set of all features of the objects that could 
be located at execution time. Typical features 
include holes, corners, protrusions, and 
intrusions. For the model in Fi ure 2, the set of 
features contains all 14 interna !? holes. 

In the second step, the set of features is 

P 
artitioned into subsets of "similar" features. 
eatures are defined to be similar if they are 
like1 
For 

to be indistinguishable at execution time. 
t e model in Figure 2, feature detectors can a 

distinguish at most,,three 
"small holes," and large 

ty es 
!? ho es. 

$f holes: "slots," 
Therefore, the 

set of interesting features is partitioned into 
three subsets, each defining a possible focus 
feature. 

In the third step, 

T$ 
s mmetry anal 

I 
sis 

a complete rotational 

e rotationa 
of each object is performed [12]. 

symmetry is used to determine the 
number of structurally different occurrences of 
each feature. Because the model in Figure 2 is 
twofold rotationally symmetric, the features occur 
in pairs, the members of which are 
indistinguishable on the basis of the relative 
positions of other features of the object. Instead 
of four types of small holes, there are only two, 
one on the axis between between the slots and one 
off that axis. 

Figure 4 SECONDARY FEATURES FOR SMALL HOLES 

The fourth step in the analysis is the most 
corn licated. 

P 
The oal is to select secondary 

fea ures for each ? ecus feature. The secondary 
features must distinguish between the structurally 
different occurrences of the focus feature and 
determine the position and orientation of the 
object. In Figure 2, for example, given an 
occurrence of a small hole, what nearby features 
could be used to determine whether it is one of the 
holes on the axis or off of it? There are two 
slots close to the small hole on the axis and on1 
one near the off-axis occurrence. In addition, g t e 
slots are at different distances from the holes. 
Let Dl be the distance between the on-axis small 
hole and its slots and let D2 be the distance from 
the off-axis small hole to the nearest slot. 
Figure 4 shows circles of radii Dl and D2 centered 
on the two different types of small holes. 
Tabulated below are the feature occurrences that 
are sufficient to determine the type of the small 
hole and compute the position and orientation of 
the object. 

ON-AXIS SMALL HOLE -- 
Two slots at Dl 

No slots at D2 

OFF-AXIS SMALL HOLE -- 
No slots at Dl 

One slot at D2 

The analysis in step 4 locates secondary 
features in two substeps. First it performs a 
rotational symmetry analysis centered on each 
structural1 different occurrence of a focus 
feature. T% is analysis builds a descri 

R 
tion of the 

object in terms of of features t at are 
similar and equidis ?! 

roups 
ant from the focus feature. 

Figure 5 shows the groups of features produced by 
the current system when focusing on one of the 
small holes. In the second substep, the anal sis 
iteratively selects groups of features from t ese K 
descriptions to be included in the set of secondary 
features associated with tne focus feature. Groups 
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REFERENCES are selected for their contribution to identifying 
an occurrence of the focus feature or determining 
the position and orientation of the object. 

Figure 5 FEATURE GROUPS ABOUT A SMALL HOLE 

The fifth and final step in the training-time 
analysis is the rankin 

8 
oal is to determine t e a 

of the focus features. The 
order in which the focus 

eatures should be checked at execution time. The 
current system simply ranks them according to the 
number of secondary features required at execution 
time. 

IV. DISCUSSION 

The LFF method is a simple combination of the 
se uential and parallel approaches. 
9. 

It offers the 
re lability of a arallel approach and most of the 
speed of a sequen 7. la1 approach. The s eed is 
achieved by usin 
to define a coor 5 

the location of the !f ecus feature 
inate system within which the 

other features are located. Quickly establishing a 
coordinate system significantly reduces the time 
required to find secondary features. 

The utilit 
reliabilitv of 4 

of the LFF method depends on the 
ocatinn focus features and the 

number of structurally-different occurrences of 
these features in the objects. Fortunately, most 
industrial 
features. !i 

arts have good candidates for focus. 

time so they 
he problem is to find them at tra;;ing 
can be used at execution time. 

fact, the more information gathered at training 
IX-X-,, the more efficient the system at execution 

Also, as the training-time analysis is made 
more'automatic correspondingly less time is 
required of a human programmer. 

The current implementation of the training- 
time analysis forms the basis for a coS@n;;ly 
automatic feature selection system. 
extensions are 

! 
ossible. 

could select ex ra features to guarantee tha 
For example the s si;z 

% 
execution-time system would function proper1 even 
if a prespecified number of mistakes were ma % 
the feature detectors. 

e by 
The system could use the 

orientation of a focus feature, if it exists, to 
determine the orientation of the feature-centered 
coordinate system. The system could also select 
two or.more groups of features at one time, which 
is necessary for some more difficult tasks such as 
distinguishing an object from its mirror image. 
Finally, the system could incorporate the cost and 
reliability of locating a feature in the evaluation 
of the feature. 

In conclusion, the LFF method is a combination 
of the sequential and parallel approaches that 

B 
rovides s eed and reliability for many two- 
imensiona P location tasks. The automatic 

selection of features makes it particularly 
attractive for industries such as the aircraft 
industry that have hundreds of thousands of 
different parts and cannot afford a special-purpose 
program for each one. 
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