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To date, user participation in the reasoning 
processes of expert systems has been largely 
limited to probing expert reasoning or adding 
limited information. The user may only ask why 
the system requested more information and how it 
arrived at its advice. Research into extending 
the capabilities of expert systems [1,2,3] has so 
far failed to recognize the need to permit the 
full range of interactions possible when humans 
engage in the normal giving and getting of advice. 

input and human expert response. 

From the radio show we collected twelve and 
one-half hours of user-expert interaction, 
involving 120 callers. An examination of these 
protocols reveals a regular pattern of 
interaction, which we describe as negotiation, the 
process whereby people arrive at a conclusion by 
means of a discussion. Rarely does a caller 
simply state a problem and passively listen to the 
expert's response. Rather the caller actively 
participates in the definition and resolution of 
the problem. Caller and expert must often 
negotiate to determine the statement of a problem 
the expert can solve and the statement of a 
solution the expert can support and the caller 
accept -- and, ideally, understand. They may also 
need to negotiate a common understanding of 
terminology, a common set of world or domain 
beliefs, or an acceptable justification for the 
solution. 

user model, and then, based on that analysis and 
his own motivation(s), determine his own goal(s), 
strategy(s) and move. 

some 
When the user decides to participate s /he has 
motive for doing so and some goal s/he hopes 

to achieve. Motivation answers the question "Why 
does the user decide to participate?", while goal 
answers "What does the user hope to achieve 
through participation?". The user then adopts 
some strategy by which s/he attempts to achieve 
the goal(s) s/he has set; so, strategy answers 
the question "How does the user%tempt to achieve 
the goal?". This strategy is realized 
linguistically in an utterance, the user's move. 
For example, a user may be motivated by his/her 
surprise at an expert's advice: s/he may have 
thought of and rejected an answer because s/he 
believes it violates some specific constraint s/he 
wants met. His/her goal is then to gain assurance 
that the the expert's response meets that 
constraint. S/he might try to achieve this goal 
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by highlighting the constraint; this she might do 
with the question "But that would be illegal (or 
immoral, or expensive, or fattening), wouldn't 
it?". 

The expert, upon hearing the user's 
utterance, must recognize the user's intent in 
participating. Determining a user's strategy, 
goal and motivation is an important aspect of 
natural language understanding research; recent 
work on recognizing speaker's intentions [4,5] can 
help to explain this recognition process. 
However, we believe that in interactions with an 
expert system, the range of user Lnotivations, 
goals and strategies is more constrained than in 
unrestricted discourse, thus facilitating the 
implementation of an expert system component to 
recognize intentions. 

After recognizing the user's intentions, the 
expert must choose a suitable response and realize 
it linguistically. The latter problem has been 
studied in language generation research [6,7,8]. 
The former, deciding what response to provide to 
what form of participation is a goal of our 
further research. 

The following exchange between a caller and 
the radio expert illustrates the negotiation 
process described above: 

1. L: "Hi, H=-ry, this is L." 
2. Expert: "Welcome, L." 
3. L: "Oh, hi, I have a question about 
charitable deductions." 
4. Expert: "Sure." 
5. L: '%/e give, uh, let me see, my husband's 
income this past year is roughly $24,000, not 
quite, and we gave maybe $1400 to our church and 
other religious organizations that we have 
receipts for." 
6. Expert: "Right." 
7. L: "Now we also give to Sunday School, to the 
benevolent offering, to this and that that just is 
out of pocket money that we don't have receipts 
for. Given the amount of money that we give that 
we do have receipts for, what is the amount that 
we would like be able to claim on our income tax 
that IRS won't call us in?" 
8. Expert: "Oh, you're asking for a figure that 
,?obody can really give you. How much was that, do 
you know?" 
9. L: "Well in the past we've declared around 
one hundred and they've never called us in, but we 

give almost double that." 
10. Expert: "Well if you give that much, and you 
have some evidence that you give that much, that's 
fine. If you put $2 a week, for example, in an 
envelope, that comes to $100; if you put $3, 
you've got $150, and if that's your regular 
contribution, deduct it." 
11. L: "But (pause) the thing is, like Sunday 
School offering they don't keep track of who gives 
what, and they have a benevolent fund when we have 
communion, you put $5, you don't keep track of who 
gives what, that's what I'm talking about.' 
12. Expert: "What I would suggest that you do, 
is hereafter keep a record of what you have given. 

All you can do now is estimate that amount to the 
best of your ability." 
13. L: "IJow my records would be okay now I mean 
(pause)" 
14. Expert: "Absolutely, your records will stand 
up too." 
15. L: "Oh, I didn't know that!" 
16. Expert: "Oh sure. What about the guy who 
goes out and spends money on a taxi cab and leaves 
the guy a tip? That tip is deductible and you 
don't get a receipt for a tip. You might even not 
get a receipt from the taxi cab." 
17. L: "Oh, I didn't know that. I thought it 
was just what we had a receipt from the church for 
that (pause) " 
18. Expert: "Oh, no." 
19. Expert: "Plus the fact, the mere fact that 
the IRS calls you in and even desires to disallow 
part of your deduction , you're not required to 
agree with them." 
20. L: "Right (pause) " 
21. Expert: "You stand up for your rights. 
Whatever you give to charity, you claim." 
22. L (laughing): "I don't want the hassle, of 
an, of an (pause) V 
23. Expert: "Well, now you've got another point, 
and I think at times the service counts on the 
fact that people don't want the hassle. And maybe 
we as Americans have to stand up a little bit more 
and claim what's due us." 
24. L: "Okay, I'll keep my own record of it from 
here on in." 
25. Expert: "That's right, and estimate the best 
that you can based on what you did in the past, 
and your record of what you do in 1982 if you're 
ever called in will assist you in that. Okay?" 
26. L: "Okay, now in the past we've declared 
$100 of un -- " 
27. Expert: "But if you feel it's closer to 
$2(JJ, use the $200." 

28. L: "Now could I jump from $100 to $200 in 
one year?" 
29. Expert: "Absolutely!" 
30. L: "I could?" 
31. Expert: "Absolutely!" 
32. L: "Okay?" 
33. Expert: "All right?" 
34. L: "Okay, thank you." 

In (l-2) L and the expert initiate the 
dialogue by identifying themselves. This mutual 
introduction is important in beginning the process 
by which the expert develops a model of the 
caller -- and the caller of the expert. In the 
radio show it often establishes whether or not the 
caller has previously used the system, i.e., is 
already known to the expert. It also establishes 
initial rapport between caller and expert. The 
exchange in (3-4) shows L limiting the domain of 
her query before even posing it. The expert 
recognizes in L's initial participation in the 
reasoning process an implicit desire for 
reassurance that her question will be appropriate, 
and he provides such reassurance in (4). In (5) L 
continues to participate in the reasoning process 
by offering information she thinks the expert will 
need in order to answer her query -- still before 
the query is made: she believes her husband's 
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income and the amount of charitable donations for and tells her she has no alternative but to 
which they have receipts will be important factors estimate their amount. However, he then offers 

in the expert's calculations. Her information further advice for which L has not specifically 
adds to the expert's model of his caller, by asked: hereafter she should keep her own record 
providing family income level and by suggesting of such donations to prevent a recurrence of her 
that L is not employed outside the home. dilemma. 

In (7) L finally poses her first direct 
query. She and her husband make charitable 
donations for which they do not have receipts and 
she wants to know, given the amount of donations 
for which they do have receipts, how much of the 
unreceipted donzions they can deduct from their 
income tax. Note that in making this query, the 
type of query which existing systems might be 
expected to handle, L indicates two important 
points to the human expert which existing expert 
systems would not be capable of recognizing. 
First, she believes that the amount she can deduct 
for donations for which she has no receipts is a 
function of the amount of charitable donations for 
which she does have receipts ("Given the 
amount..."). Second, she imposes a user-specific 
constraint upon the expert: she does not want to 
be called in by the IRS to explain her deductions. 
This constraint is added to the expert's user 

model but not addressed directly until (19). 

In (13-18) L and the expert negotiate further 
over the nature of IRS-acceptable records: note 

L's skepticism (13,15) which the expert recognizes 
as a request for additional reassurance. He 
provides this first by simple affirmation (14), 

next (16) by a 
(18) by simple 
(17). 

hypothetical example and f inally 
rejection of her preconcep tion of 

In (19-23) the expert finally addresses L's 
previously expressed constraint of not being 
called in by the IRS. He tries to convince L th 
her constraint may be invalid by informing her 
that she need not accept an IRS challenge of her 
deductions (19). In response, L indicates throu 
a pause after ostensible agreement (20) that she 
is unhappy with this argument, so the expert 
provides additional justification in (21): L ha 
certain rights which she should exercise. 
However, in (22) L explains the purpose of her 

gh 

In response to (7), the expert first informs 
L that her initial query is unanswerable. However 
he goes beyond the simple rejection of her query 
to seek information which will help him answer 
what he perceives to be her real question: how 
can she deduct charitable donations for which she 
has no receipts. He must ascertain L's motivation 
behind a question which, as the expert says, no 
one can answer. Attempting to satisfy L's 
implicit goal, the expert begins to elicit 
information L had not realized was pertinent. 
First he asks for the amount of donations for 
which she has no receipts.(8). In providing this 
information in (9) L continues to participate in 

original constraint: she does not want the 
"hassle" The of being called in by the IRS. 
expert accepts her motivation as valid (23), but 
Eurther justifies his advice by claiming that 
following it would benefit not just L but all who 
deal with the IKS. 

In (24-31) L and the expert finish the 
discussion, reaching some agreement over how much 
of the expert's advice L intends to accept. In 
(24) she indicates her readiness to accept part of 
the expert's advice: that she keep her own 
records from now on. Note that the advice 
accepted is significantly different from the 

The 
the reasoning process by indirectly reiterating 

advice requested in her original query. 
expert reiterates in (25) his further advice that 

her initial constraint: not being called in by she estimate for this year's income tax and adds 
the IRS. In (10) the expert gives a direct answer the unsolicited information that her 1982 records 
to what is in his view her true query: she can 
deduct the full amount she has donated. He also 

will assist her if the IRS questions deductions in 
the future. 

provides spontaneous justification for his 
In (26,28) L finally accepts the 

response using a hypothetical suggested by his 
notion of increasing her estimate, but asks the 

user model -- L is clearly a church-goer -- by 
expert for assurance that such a course of action 

noting that a regular , periodic contribution of a 
will not cause problems. In (29-34) expert and 

reasonable amount will be acceptable to the IRS 
user play out the final stage or end game of the 

even without written receipts. 
negotiation process, one of expert reaffirmation, 
user desire for final reassurance, and expert 

In (11) L shows her dissatisfaction with his 
response, suggesting that the expert has not 
realized that the contributions she is worried 
about were not regular like the ones he noted in 
his hypothetical. She signals her dissatisfaction 
with the words "But (pause) the thing is..." and 
II . ..that's what I'm talking about." The expert's 
prior justification has led her to worry that he 
has failed to realize the facts in the case. She 
wants assurance that he has used all these facts 
in determining his advice, so she reiterates them. 
In (12) the expert recognizes her concern and 
provides a more suitable response: he accepts the 
information that her contributions are irregular 

concern that the user is truly satisfied with the 
advice given. 

Clearly, existing expert systems cannot 
support such flexible exchanges. To do so 
requires a system capable of (i) detecting the 
user's explicit, implicit or indirectly stated 
goals, desires and expectations; (ii) performing 

and (iii) reasoning consistent with them; 
providing a satisfactory response. Most indirect 
user queries cannot be recognized as such by 
current systems. For example, the technique of 
reiterating a fact used by L above (11) is a 
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typical way for a human to signal to an expert a 
desire that he demonstrate his use of that fact; 
current systems require explicit user query. 
Similarly, reasoning consistent with indirectly 
stated goals and desires is impossible in current 
systems. Neither will current systems 
spontaneously answer questions not explicitly 
asked of them. When the expert realizes that L's 
concern is her lack of written records, he not 
only explains a viable alternative for the 
present, but he also provides additional 
information which will aid her in the preparation 
of future returns. Providing alternate forms of 
justification in response to user dissatisfaction 
is also unsupported by existing systems. In L's 
case, the expert's initial justification of the 
viability of personal records is unsatisfactory, 
while his subsequent statement that there is no 
alternative and, finally, his hypothetical 
example, eventually satisfy her. 

The behavior exhibited by L is typical of the 
behavior we have observed in our protocols: 
people are often indirect in the their dealings 
with a human expert. If artificial expert systems 
are to become widely used, their designers must 
acknowledge the fact that people actively -~ 
participate in the definition and resolution of 
their own problems. While people are not always 
able precisely to define the problems which cause 
them to seek information or advice, they do often 
have preconceptions about what a solutionTo their 
problems involves or what constraints it must 
satisfy. The negotiation model we have described 
provides a basis for characterizing what a user 
may be trying to do at any point in his/her 
interaction with an expert and identifies the 
options that are, in turn, available to the 
expert. 
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