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ABSTRACT 

This is a description of research in develop- 
ing a natural language processing system with 
modular knowledge sources but strongly interactive 
processing. The system offers insights into a 
variety of linguistic phenomena and allows easy 
testing of a variety of hypotheses. Language 
interpretation takes place on a activation network 
which is dynamically created from input, recent 
context, and long-term knowledge. Initially ambi- 
guous and unstable, the network settles on a sin- 
gle interpretation, using a parallel, analog 
relaxation process. We also describe a parallel 
model for the representation of context and prim- 
ing of concepts. Examples illustrating contextual 
influence on meaning interpretation and "semantic 
garden path" sentence processing are included. 

I INTRODUCTION 

The interpretation of natural language 
requires the cooperative application of many kinds 
of knowledge, both language specific knowledge 
about word use, word order and phrase structure, 
and "real-world" knowledge about stereotypical 
situations, events, roles, contexts, and so on. 
And even though these knowledge systems are nearly 
decomposable, enabling the circumscription of 
individual knowledge areas for scrutiny, this 
decomposability does not easily extend into the 
realm of computation; that is, one cannot con- 
struct a psychologically realistic natural 
language processor by merely conjoining various 
knowledge-specific processing modules serially or 
hierarchically. 

We offer instead a model based on the 
integration of independent syntactic, semantic, 
lexical, contextual, and pragmatic knowledge 
sources via SDreadina activation and lateral inhi- 
bition links. Figure 1 shows part of the network 
that is activated when the sentence 

(Sl) John shot some bucks. 

is encountered. Links with arrows are activating, 
while those with circles are inhibiting. Mutual 
inhibition links between two nodes allow only one 
of the nodes to remain active for any duration. 
(However, both nodes may be simultaneously 
inactive.) Mutual inhibition links are generally 
placed between nodes that represent mutually 
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incompatible interpretations, while mutual activa- 
tion links join compatible ones. If the context 
in which this sentence occurs has included refer- 
ence to "gambling," only the shaded nodes of Fig- 
ure 1 (a) remain active after relaxation of the 
network. If, on the other hand, "hunting" has 
been primed, only the shaded nodes shown in Figure 
1 (b) will remain active. 

Notice that the "decision" made by the system 
integrates syntactic, semantic, and contextual 
knowledge: the fact that nsome bucks" is a legal 
noun phrase is a factor in killing the readings of 
"bucks" as a verb; the fact that "hunting" is 
associated with both the "fire" meaning of "shot" 
and the "deer" meaning of nbucksn leads to the 
activation of the coalition of nodes shown in Fig- 
ure 1 (b); and so on. At the same time, the 
knowledge is discrete, and easy to add or modify. 
In this model of processing, decisions are spread 
out over time, allowing various knowledge sources 
to be brought to bear on the elements of the 
interpretation process. This is a radical depar- 
ture from cognitive models based on the decision 
procedures that happen to be convenient in conven- 
tional programming languages. Of course, we are 
using a conventional language for simulating the 
system, but we plan to implement a connection 
machine [l]. 

Our program operates by (1) constructing a 
graph with weighted nodes and links from a sen- 
tence, and (21 running an iterative operation 
which recomputes each node's activation level (i.e 
its weight) based on a function of its current 
value and the inner product of its links and the 
activation levels of its neighbors. For these 
examples, we are primarily interested in the 
behavior of the network, and not in the program 
that dynamically constructs the network. The syn- 
tactic portions of the networks in this paper are 
constructed by a chart parser [2], while the 
semantic and contextual portions are permanently 
resident in memory. Initially all nodes are given 
zero weight, except for the nodes used to model 
context (e.g. "hunting" and "gambling"). Each 
activation link has a weight of .2 and each inhi- 
bition link has a weight of -.45. The iterative 
operation uses a proportional function to compute 
new weighting for nodes, similar to the one used 
by McClelland and Rumelhart [3] in their interac- 
tive activation model. 

The net effect of the program is that, over 
several iterations, a coalition of well-connected 
nodes will dominate, while the less fortunate 
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Figure 1: Two interpretations of "John shot some 
bucks." (A) Shows the result in the context of 
gambling, i.e. John wasted some money; (B) shows 
the result in the context of hunting, i.e. John 
fired a gun at a deer. Both examples required 
about 25 cycles to settle; in each case only a 
slight initial advantage was given to HUNT or GAM- 
BLE. The numbered nodes control the arrival times 
of the words. 

nodes (those which are negatively connected to 
winners) will be suppressed. We exploit this 
behavior several ways in our system: by putting 
inhibitory links between nodes which represent 
well-formed phrases with shared constituents 
(which are, thus, mutually exclusive), we ensure 
that only one will survive. Similarly, there are 
inhibitory links between nodes representing dif- 
ferent lexical categories (i.e. noun or verb) for 
the same word; between concept nodes representing 
different senses of the same word (i.e. suharine 
as a boat or as a sandwich); and between nodes 
representing conflicting case role interpreta- 
tions. There are activation links between phrases 
and their constituents, between words and their 
different meanings, between roles and their fill- 
ers, and between corresponding syntactic and 
semantic interpretations. 

II MODELING PHENOMENOLOGY 

Because our system operates in time, we are 
able to model effects that depend on context, and 
effects that depend on the arrival times of words. 
Consider the network shown in Figure 2, which 
shows three snapshots taken during the processing 
of the sentence (due to Charniak [4]>: 

(S2) The astronomer married a star. 

Figure 2 includes three possible meanings for 
"star", namely (1) the featured player in dramatic 
acting, or (2) a celestial body t or 3) a pen- 
tagram. We presume that nastronomern primes 
CELESTIAL-BODY by the path of strong links: 
astronomer -> ASTRONOMER -> ASTRONOMY -> 
CELESTIAL-BODY, but that MOVIE-STAR would be 
primed very little, if at all, because any activa- 
tion of HUMAN via nastronomern and "married" is 
spread fairly evenly among a vast number of other 
concepts (PHYSICIAN, PROFESSOR, etc.). When the 
word "star" is encountered, the meaning 
CELESTIAL-BODY is initially highly preferred, but 
eventually, since CELESTIAL-BODY is inanimate, 
whereas the object of MARRY should be human and 
arimate, the MOVIE-STAR meaning of "star" wins 
out. 

In Figure 2(d) we show the activation levels 
for CELESTIAL-BODY and MOVIE-STAR as functions of 
time. The activation of CELESTIAL-BODY is 
initially very high; only later does MOVIE-STAR 
catch up to and eventually dominate it. We argue 
that, if activation level is taken as a prime 
determinant of the contents of consciousness, then 
this model captures a common experience of people 
when hearing this sentence. This phenomenon is 
often reported as being humorous, and could be 
considered a kind of "semantic garden path". It 
should be emphacized that this behavior falls out 
of this model, and is not the result of juggling 
the weights until it works. In fact, the examples 
shown in this paper work in an essentially similar 
way over a broad range of link weightings. 

III CONTEXT: INTRODUCTION 

Earlier (Figure 1) we used "context-setting" 
nodes such as "hunting" and "gambling" to prime 
particular word and phrase senses, in order to 
force appropriate interpretations of a noun 
phrase. There are, however, major problems that 
preclude the use of such context setting nodes as 
a solution to the problem of context-directed 
interpretation of language, A particular context- 
setting word, e.g. "hunting", may never have been 
explicitly mentioned earlier in the text or 
discourse, but may nonetheless be easily inferred 
by a reader or hearer. For example, preceding 
(Sl) with: 

(S3) John spent his weekend in the woods. 

should suffice to induce the "hunting" context. 
Mention of such words or items as noutdoorsn, 
"hike", "campfire", "duck blind", "marksman", etc. 
ought to also prime a hearer appropriately, even 
though some of these words (e.g. noutdoorsn and 
"hike") are more closely related to many other 
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Figure 2: The cognitive "doubletake" when process- 
ing "The astronomer married the star." (A) shows 
CELESTIAL-BODY dominant at cycle 27; (B) shows a 
balance of power at cycle 42; (C) shows MOVIE-STAR 
finally winning the battle by cycle 85; and (1)) shows 
a plot of their activation values over time. 

concepts than to "hunting. " We are thus apparently 
faced with either (a) the need to infer the spe- 
cial context-setting concept "hunting", given any 
of the words or items above; or (b) the need to 
provide connections between each of the words or 
items and &J the various word senses they prime. 
There is, however, a better alternative. 

We propose that each concept should be 
represented not merely as a unitary node, but 
should in addition be associated with a set of 
"microfeatures" that serve both (a) to define the 
concepts, at least partially, and (b) to associate 
the concept with others that share its micro- 
features. We propose a large set of microfeatures 
(on the order of thousands), each of which is 
potentially connected to every concept node in the 
system (potentially on the order of hundreds of 
thousands). Each concept is in fact connected to 
OdY some subset of the total set, via either 
bidirectional activation or bidirectional inhibi- 
tion links. Closely related concepts have many 
microfeatures in common. 

We suggest that microfeatures should be 
chosen on the basis of first principles to 
correspond to the major distinctions humans make 
about situations in the world, that is, distinc- 
tions we must make to survive and thrive. For 

example, some important microfeatures correspond 
to distinctions such as threatening/safe, 
animate/inanimate, edible/inedible, indoors/out- 
doors, good outcome/neutral outcome/bad outcome, 
moving/still, intentional/unintentional, or 
characteristic lengths of events (e.g., whether 
events require milliseconds, hours, or years). As 
in Hinton's [5] model, hierarchies arise natur- 
ally, based on subsets of shared microfeatures, 
but are not the fundamental basis for organizing 
concepts in a semantic network, as in most AI 
models. 

A. Jicrofeatures as a Priminn Context - An Example 

Let us see how microfeatures could help solve 
the problems presented by the example in Figure 1. 
Figure 3 shows a partial set of microfeatures, 
corresponding to temporal event length or location 
(setting) running horizontally. A small set of 
concepts relevant to our example is listed across 
the top. Solid circles denote strong connection 
of concepts to microfeatures, open circles, a weak 
connection, and crosses, a negative connection. 

A simple scoring scheme allows "weekend" and "out- 
doors" to appropriately prime concepts related to 
"fire at" and "deer" relative to "waste money" and 
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"dollar," as well as the ability of "casino" or 
"video game" to induce an opposite priming effect, 
as shown in Figure 3(c). It is interesting to 
compare these effects with the effects of priming 
with "hunting" or "gambling" directly. No relaxa- 
tion was used, though it obviously could be (i.e. 
a concept could activate microfeatures, priming 
other concepts, and then the primed concepts could 
change the activation of the microfeatures, in 
turn activating new concepts and eventually set- 
tling down. We have been experimenting with a 
number of possible weighting and propagation 
schemes, and have built up a much larger matrix 
than the one shown in Figure 3. 

IV RELATED WORK 

There are many research projects which are 
very much in the same spirit as ours in addition 
to ones mentioned already in this paper. Begin- 
ning in the early 1970's, Schank argued that 
semantics, not syntax, should have the central 
role in both theories and programs for natural 
language processing; Riesbeck's parser for MARGIE 
[6] has a clear relationship to the model proposed 
here. Small 171 was another worker in AI to ques- 
tion the traditional serial integration of 

PRIMING 
CONCEPTS 

PRIMED CONCEPTS 

Fire-at Waste Deer Dollar 

Weekend .41 .55 0 .46 

Outdoors .41 0 .44 .08 

Casino .05 .59 0 .42 

Video Games .18 .36 0 .19 

Weekend + 
Outdoors .41 .07 .25 .12 

Hunting .36 0 .50 0 

Gambling .09 .59 0 .38 

Fraction of Maximum Possible Score 

Figure 3b: Instantaneous priming effects on con- 
cepts; microfeatures start at 0, and undergo a 
single priming cycle. 

Figure 3: This figure illustrates the use of 
microfeatures to provide contextual priming. At 
any given time, microfeatures will display sane 
pattern of activation. Each concept has an induced 
activation level as a result of the microfeature 
activation values. The microfeature activations 
are modified whenever a concept is primed. For 
OUT example, assume "weekend" is primed, with all 
microfeatures initially at 0. The top line of Fig- 
ure 3b shows the activation levels of concepts, 
where the number represents a fraction of the max- 
imum possible activation for that concept. These 
values prime various word sense nodes differently. 

language processing. He suggested that rather 
than having separate modules for syntax and seman- 
tics, each word was an expert in interpreting its 
own meaning and role in context. Following on that 
work, Cottrell is recasting word-sense selection 
into a connectionist framework, and his work is 
very closely related to our own [S]. Jones [9] is 
also working on parsing with spreading activation, 
but of the digital kind. 

Other work has set integrated parsing into 
the production system framework. BORIS [lo] uses a 
lexically-based demon-driven production system to 
read stories and answer questions about them. The 
READER system [l l] is a multi-level parallel pro- 
duction system which models chronometric data, 
i.e. data on how long humans visually fixate on 
each word while reading. 

Another interesting approach to language 
integration is taken by Hendler and Phillips [ 123, 
who are using a message-passing ACTOR [13] system 
to model the interactions between syntax, seman- 
tics and pragmatics. Other work that has influ- 
enced our research includes the spreading activa- 
tion work by Ortony and Radin [14], based on a 
network of free associations to English words. 



v mCLUSION 

Using spreading activation and lateral inhi- 
bition enables a good framework for embedding 
comprehension phenomena which cannot even be 
approached with binary serial models. While we 
have not discussed them here, we have explored 
ties to psychological and linguistic results and 
theories; these are reported in Waltz and Pollack 
[151. There we show that structural preferences 
such as Minimal Attachment [163 can be understood 
as side-effects of, rather than as strategies for, 
a syntactic processor; current hypotheses about 
lexical disambiguation in context [17,18] can 
nicely fit into a model with lateral inhibition, 
but cannot be accounted for by activation alone. 
Garden-paths at different levels of processing can 
be explained by the breakdown of a common approxi- 
mate consistent labeling algorithm -- Lateral 
Inhibition -- the "Universal Will to Disambigu- 
ate." 
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