
Simple Causal Minimizations for 
Temporal Persistence and Projection 

Brian A. Haugh 
Martin Marietta Laboratories 

1450 South Rolling Road 
Baltimore, Maryland 21227 

Abstract 
Formalizing temporal persistence and solving the 
temporal projection problem within traditional 
non-monotonic logics is shown possible through 
two different approaches, neither of which re- . special minimization techniques. 
$$$z~~ potential causes is shown to yield a 
type of temporal persistence that is useful for the 
temporal projection problem, although it differs 
significantly from the ordinary conception of tem- 
poral persistence. A conception of determined 
causes is then developed whose minimization does 
yield the results preferred by ordinary temporal 
persistence. Finally, previous approaches to for- 
malizing temporal persistence using chronological 
minimizations are shown inadequate for certain 
classes of scenarios, which causal minimizations 
formalize correctly. 

1. Introduction 
A. Temporal Persistence 
Temporal persistence of facts (i.e., their presumed con- 
tinuation through time in the absence of contrary infor- 
mation) was introduced to the AI community by Drew 
McDermott as an important part of formalizing planning 
(McDermott, 1982). It contributes to a solution of the 
“frame problem” i.e., 

i 
the determination of what facts 

will continue to old after the occurrence of some 
sequence of events) in automatic planning systems 
(McCarthy and Hayes, 1969). Applying McDermott’s ori- 
ginal conception of persistence, referred to here as “the 
ordinary conception of temporal persistence,” enables the 
deduction that all previously holding facts continue to 
hold (for their persistence period) unless explicit causal 
rules (or other provable facts) entail their cessation. 
Other, non-standard, conceptions of the conditions under 
which facts are presumed to persist are possible, and will 
be shown to be preferable under certain circumstances. 
B. Temporal Projection 
Temporal persistence may also contribute to solutions of 
a narrower problem, the “temporal projection problem,” 
which has been recently described as: 

‘I... given an initial description of the world (some 
facts that are true), the occurrence of some 
events, and some notion of causality (that an 
event occurring can cause a fact to become true), 
what facts are true once all the events have oc- 
curred?” (Hanks and McDermott, 1986, p. 330) 

While this definition could be more explicit, it appears to 
define the temporal projection problem as narrower than 
the frame problem since (in the context of its use) it 
seems intended to admit to an initial description only 
facts that hold in some initial state, excluding facts that 

hold prior or subsequent to that state. Ordinary tem- 
poral persistence has been proposed as a basis for the 
solution to both these problems. Thus, we examine vari- 
ous alternatives for formalizing temporal persistence to 
determine whether they accurately model its ordinary 
conception or provide a reasonable basis for solution to 
either of these two problems. 
C. Difficulties In Logical Formulation 
Early AI papers on temporal persistence’ expressed opti- 
mism that its non-monotonic features would eventually 
be adequately modeled by some version of a non- 
monotonic logic. It was recently realized (Hanks & 
McDermott, 1985) that formalizing this concept was rnore 
difficult than it appeared, due to unacceptable models 
associated with certain obvious formulations. Further- 
more, the intended interpretation of temporal persistence 
seemed relatively obvious and procedural implementa- 
tions had already been developed. Thus, it was argued 
that ordinary non-monotonic lo&s (e.g., the NML of 
McDermott and Doyle, 1980; the &r&mscription of 
McCarthv. 1980. 1986: or the default logic of Reiter. 
1980) we& inherently incapable of formaliz&g an impor: 
tant type of ordinary inference, casting doubt on the sui- 
tability of logic as a foundation for continuing work in 
artificial intelligence (Hanks and McDermott, 1985, 1986). 
In response to these arguments we describe how useful 
notions of temporal persistence can be formalized by 
minimizing certain causal relations using ordinary non- 
monotonic logics. 

PH. Causal Minimizations 
A. Informal Scenario Description 
The simple shooting scenario presented in Hanks and 
McDermott (1986) is used to illustrate how different pro- 
posed logical formulations achieve the temporal per- 
sistence properties important to solving the problems of 
temporal projection. In this idealized scenario, a gun is 
loaded and, after a brief wait, is fired at someone. Furth- 
ermore, there is a causal rule asserting that if the gun is 
shot while loaded, someone will die. Temporal per- 
sistence is required to ensure that the gun remains loaded 
and the intended result obtains. 
B. Situation-Calculus Formalization 
A situation-calculus type formalism (McCarthy, 1968) is 
used here, although it differs in two respects from typical 
logics of this type. First, causal relations are represented 

(after McDermott, 1982, and 
we use result relations e.g., 

) rather than result functions e.g., 
l)), smce relations are easier to res- 

i;F&etan functions when minimizations are being per- 
. Causal relations also seem required for 

‘For example, McDermott (1982), p.122. 

21% Planning 

From: AAAI-87 Proceedings. Copyright ©1987, AAAI (www.aaai.org). All rights reserved. 



supporting the intended causal minimizations, since truth 
functional representations of causality will hold in many 
circumstances in which they do not express causal rela- 
tions. The causal predicate used is of the form 
Causes(precondition1, camel, eflectl), and is informally 
interpreted as: when precondition1 holds in a state, then 
any event of type cause1 occurring in that state causes 
the effect effect1 to hold in the situation that results. 

Scenario Axioms 
The particular known 

formulation by the axioms: 
Al) T(Alive, SO) 
A2) Result(Load, SO, Sl) 
A3) Result(Wait, Sl, S2) 

A4) Result(Shoot, S2, S3) 
The general causal relations 

facts are represented in this 

are expressed by: 
A5) Causes(True, Load, Loaded) 
A6) Causes(Loaded, Shoot, not(Alive)) 
where 
A7) -(Load = Wait v Load = Shoot v Wait = Shoot 

v Loaded = True v Loaded = not(Alive)) 
General Temporal Causal Axioms 
A set of axioms is required to define the basic tem- 

poral and causal relations. The condition that a fact has 
just ceased being true (clipped) is defined: 
Tl) Clipped(f) s) <=> 

&s’) [Result( c, s’, s) 81 T(f, s’) 8c -,T(f,s)] 
A prior fact become false (changed), is defined: 
T2) Changed(f, s) <=> 

(4s’) [Before(s’,s) & T(f, s’) & -T(f, s)] 
where 
T3) Before(s’, s) <=> ($,s’) [Result(c, s’, s) v 

(2s”) (Before(s’, s”) & Result(c, s”, s)] 
T4) Before(s’, s) => lBefore(s, s’) 

One special feature of this formulation is that it 
requires clippings of facts to have immediate explanations 
in terms of applicable causal laws2, expressed by: 
T5) Clipped(f, s) => (jp,c,s’) [Causes(p, c, not(f)) 

& T(p, s’) & Result(c, s’, s) ] 
where 
T6) T(not(f), s) => -T(f) s) 
T7) f = not(not(f)) 
T8) T(True, s) 
The consequence that the effect holds whenever the cause 
occurs and the preconditions of a causal relation hold is 
expressed by: 
T9) Causes(preconditions, cause, effect) = > 

(t/s+‘) [(T(preconditions, s) & s’ = Result(cause, s)) 
=> T(effect, s’)] 

C. Minimizing Potential Causes 
1. Distinguishing Preferred Models Causally 

Examination of the alternative models of the shooting 
scenario reveals several significant distinctions between 
them apart from the fact that clipping is minimized in 

‘As suggested by (Hayes, 1971). 

the preferred models. Most notably, there is no known 
cause for the gun becoming unloaded, nor is any causal 
law identified that could explain how “Loaded” might 
come to be clipped. In contrast, the clipping of “Alive” is 
covered by a causal axiom and the required cause is 
known to occur. Preferred models, then, contain fewer 
potential causal explanations in them, i.e., some sort of 
minimization of causal relations or potential causes is 
indicated to ensure the preferred conclusions in all 
minimal models. 

2. Applied to the Shooting Scenario 
The condition of “being covered by a causal law whose 
cause occurs” is one promising candidate for minimiza- 
tion. The existence of a “potential cause” may be defined 
to capture this condition, as follows: 

Ml) Potential-cause(p,c,e,s) < = > 
(Causes(p,c,e) & (As’) Result(c, s’, s)] 

Informally, a 
be understood 

“Potential-cause(p,c,e,s)” 
as asserting that state s 

potential cause c occurring in the previous state, where 
c’s occurrence would cause effect e to hold in situation s if 
precondition p is met. Under this definition, the only 
potential causes in the preferred model of the shooting 
scenario are the shooting, resulting in the death in S3, 
and the loading, resulting in the loaded gun in Sl (i.e., 
Potential-cause True, 

I 
Load, Loaded, W and 

Potential-cause Loaded, Shoot, not(Alive), S3)). These 
are potential causes in all models, even those in which the 
gun is unloaded and the shooting remains merely a poten- 
tial cause, so that “Alive” is not actually clipped. 
Undesired models will not be minimal in potential causes 
since they will require an additional potential cause 
(Potential-cause(P1, Cl, Not(Loaded), S2)) to explain the 
clipping of “Loaded” (since our axioms require ‘every 
clipping to have a cause). Thus, this conception of 
minimization is adequate to distinguish the preferred 
model in this shooting scenario, yielding the desired con- 
clusion that T(Dead, S3) holds in all minimal models3 
However, this solution does not accurately model the 
ordinary notion of temporal persistence in many other 
situations. 

statement may 
results from a 

3. Inequivalence to Temporal Persistence 
The results expected of ordinary temporal persistence 
cannot be obtained by minimizing potential causes when 
minor modifications are made to the shooting scenario to 
include a potential causal explanation for the gun. being 
unloaded. For example, suppose someone tried to unload 
the gun, and would have, if he had known how, while 
waiting; that is, we add the following axiom: 
A8) Cause(Knows, Wait, not(Loaded)) 
Here we assume that there is no information about the 
truth of the precondition (“Knows”) in causal relation 
A8, so that we cannot conclude that the unloading was 
successfully performed. 

This modified set of axioms admits models in which 
“T(Knows, Sl)” is false, and in which “Loaded” persists 
through S2 and S3. Such models are the preferred ones 
by the ordinary notion of temporal persistence, which 
requires that provable facts (e.g., “Loaded”) persist when 
possible (barring conflicts with other persistences). Even 

3After completing this analysis, we learned of a similar ap- 

P 
roach to causal minimization developed by Vladimir Lifschitz 

Lifschitz, 1987 
amined cases. 1 

that appears to achieve the same results in the ex- 
ifschits’s approach also includes a computationally 

efficient method for performing the required minimizations as well 
as other types of default causal reasoning, although it does not ap- 
pear as readily extensible to more expressive temporal formal$ms. 
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though there is some conflict of persistences in this case, 
it is clear that the ordinary notion of persistence requires 
the persistence of “Loaded” in this case just as it did in 
the original. If no attempt were made to shoot the gun, 
then there would be no conflict of persistences, and 
‘LLoaded” unquestionably ought to persist when the ordi- 
nary conception is in force. Whether or not someone 
attempts to fire the gun subsequently should have no 
bearing on whether “Loaded” persisted previously, an 
intuition well illustrated by the original scenario. Furth- 
ermore, this persistence result is obtained by application 
of chronological minimization of clipping (Kautz, 1986, 
Lifschitz, 1986), the most successful previous approach to 
formalizing temporal persistence. 

Minimizing qtential causes, however, does not lead 
to the results reqL.-ed by temporal persistence in these 
cases. Whether or not the gun is actually unloaded, 
Potential-cause(Knows, Wait, not(Loaded), S2) will be 
true; hence, minimizing potential causes cannot distin- 
guish the preferred model, and will not accurately model 
the ordinary notion of temporal persistence. However, we 
must ask whether the ordinary notion of persistence is the 
preferred inference procedure in such circumstances. 

4. Minimizing Potential Causes Preferred 
Suppose that a potential assassin knew that an attempt 
would be made to unload the gun, but had no idea 
whether the attempt would be successful. Surely it would 
be foolhardy to proceed with the expectation of a loaded 
gun, simply because there was no definite proof of its 
unloading. Knowledge of the occurrence of a potential 
cause for the clipping of a fact provides reasonable 
grounds for doubting its persistence. It seems more rea- 
sonable in such circumstances to consider the persistence 
of potentially clipped facts as uncertain, and (in planning 
contexts) to make plans for both alternatives that ensure 
the desired effects e.g., 
unloading attempt). !I? 

checking the gun after the 
his strategy corresponds to minim- 

ization of potential causes, and entails that after the 
attempted unloading, a loaded condition can no longer be 
deduced, only the disjunction “T(Loaded, S2) v 
T(not(Loaded), S2)” can be derived. 

Thus, minimization of potential causes actually pro- 
vides a better model of commonsense temporal reasoning 
in the cases examined than does ordinary temporal per- 
sistence or the chronological minimization of clipping. 
Whether this advantage persists in arbitrary temporal 
projection scenarios requires further investigation. In any 
case, this inquiry has created a new perspective on how 
persistence may best be modeled by planning systems. 
Since ordinary temporal persistence might still be useful, 
we have continued to pursue its formalization. 
Il. Minimizing Determined Causes 

I. Initial Conception of Determined Causes 
To use causal minimizations for ordinary temporal per- 
sistence requires a causal concept that is more discrim- 
inating than that of potential cause. We observe that in 
the revised scenario, the preferred clippin 
differs in that its precondition (“Loaded” “, 

(of “Alive”) 
must either 

hold or have changed previously. In contrast, the precon- 
dition 
change a 

“Knows”) for ‘clipping “Loaded” need not have 
if it is false, since it may have always been false. 

Thus, we may distinguish the preferred model by minim- 
izing causes whose preconditions could not have always 
been false. In all models, such “determined causes” 
either have true preconditions or their preconditions have 
previously changed to false, i.e.: 
M2) Determined-cause(p,c,e,s) < = > [Causes(p,c,e) & 

(3s’) [ Result( c, s’, s) & (T(P) s’) v Chwes(p,s’))l] 

Such causes are “determined” in the sense that the 
axioms of the system taken together with ordinary tem- 
poral persistence will determine the truth value of their 
preconditions, unlike merely potential causes, whose 
preconditions may be of indeterminate truth value. 
Minimizing determined causes will then favor as minimal 
the models of the latest scenario preferred by ordinary 
persistence, since the attempt at unloading will not be a 
determined cause in all models. More formally, the wffs 
Determined-cause(True, Load, Loaded, SO) and 
Determined-cause(Loaded, Shoot, not(Alive), S,Y) are true 
in all models of the scenario, while Determzned-cause 
Wait, not(Loaded), Sl) 

PI, 
is false in some models in w h ich 

the attempt at unloading is unsuccessful. Thus, all 
models minimal in determined causes are ones in which 
the gun remains loaded, as required by temporal per- 
sistence. 

The method by which minimizing determined causes 
works in other cases is interesting to observe. Whenever 
something qualifies as a determined cause by virtue of a 
change in the truth value of its precondition, models in 
which the precondition retains its last provable value are 
preferred, since any further change would require an 
additional cause. Thus, determined causes in such cases 
will not be effective in the minimal models unless their 
preconditions are presumed to be true assuming ordinary 
persistence, as intended. 

2. Determined Causes in Causal Chains 
This conception of determined cause needs modification 
to account for causal chains, in which the precondition of 
one causal relation is a result of another causal relation. 
For example, a simple causal chain can be described: 
Al’) T(A, SO) & -T(B,SO) & --T(C, SO) 
A2’) Result(Wait, SO, Sl) 

A3’) Result(E1, Sl, S2) 
A4’) Result(E2, S2, S3) 
A5’) Causes(A, El, B) 
A6’) Causes(B) E2, C) 
In such situations, ordinary temporal persistence 
prescribes that A persists through the “Wait,” enabling 
El to cause B, which in turn enables E2 to cause C. How- 
ever, event E2 will not be always be a determined cause 
of C under our latest definition, since there are models in 
which A is clipped and C remains false without changing. 
This results in indifference between models in which A is 
clipped and A persists, since when A is clipped, there is 
an extra determined cause for that clipping, and when A 
persists, there is an extra determined cause for the change 
in C. Thus, the definition of determined cause must be 
modified to also apply when the precondition of a cause is 
the result of a determined cause or its persistence, making 
it recursive, as follows: 
M3) Determined-cause(p,c,e,s) < = > [Causes(p,c,e) & 

($‘)[Result( c, s’,s) & (T(p) s’) v Changes(p,s’) 
v &“,pl,cl)(Before(s”,s’) 

& Determined-cause(pl,cl,p,s”)))]] 
This new definition will now handle our chaining example 
properly: since E2 will be a determined cause of C in all 
models, any models with A clipped will not be minimal in 
determined causes; hence, A is not clipped. The recursive 
nature of the new definition also ensures that the conse- 
quences of any length chain of determined causes will also 
be determined causes. 

All such determined causes will be potential causes. 
But, when there is no information bearing on the truth of 
the preconditions of a potential cause, it will not be a 
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determined cause, allowing the preference of models 
favoring the persistence of known facts over the truth of 
unknown preconditions. Thus, we have isolated a con- 
ception of determined cause whose ordinary minimization 
yields the results entailed by the ordinary conception of 
temporal persistence in all the varied situations con- 
sidered so far. However, because of the many ways in 
which different persistences may interact and conflict, the 
adequacy of this conception must be considered provi- 
sional upon further investigations. 

. Gircumscription Proofs 
To illustrate our assertion that the causal minimizations 
discussed could be achieved in any ordinary non- 
monotonic logic, we here sketch an approach to perform- 
ing these minimizations using McCarthy’s circumscrip- 
tion techniques (McCarthy 1986). Circumscription works 
by supplementing a theory with a set of circumscription 
axioms that entail the minimization of. an identified 
predicate’s extension. Variable circumscription 

I 
Perlis 

and Minker, 1986 is a simplified form of formu a cir- 
cumscription (MC d arthy, 1986) in which the circumscrip- 
lfiymaxloms are specified by a schema of the followmg 
0 : 

[A[Z,‘..., Z,] 8L (x)(Zox => P,x)] = > (Y)(P,Y => Z,Y) 
where A is the original theory specified as a conjunction 
of all its axioms; A]P,,.,.,P,] is the same conjunction of 
axioms identified as a function of certain predicates that 
appear in them; P, is the original predicate to be minim- 
ized; PI,..., P are other predicates in the theory A that 
are allowed tz vary along with the minimization predicate 
Pa; and A[Z,,...,Z,] is the result of substituting the for- 
mulas Zs,..., Zn for the original predicates P,,,...,P, in the 

theory A. 
Proving the intended results of minimizing our 

causal relations (e.g., Potential-cause) using circumscrip- 
tion requires choosing other, intimately connected, rela- 
tions (PI,..., P,) to vary, so that the original theory under 
appropriate substitutions, A[Z,,...,Z,], can be proven. 
We review how such a proof proceeds for circumscribing 
Potential-cause in the original shooting scenario. When 
the circumscription axiom schema for this case is instan- 
tiated, choosing T, Result, Causes, Clipped, Changed, and 
Before as the P,,...,P, to vary, we get: 

{[A[Z,,...,z,] & 
(‘C/p,c,w>( Z&v,e,s) = > Potential-cause(p,c,e,s)] = > 
(t/P’,c’,e’,s’)(Potential-cause(p’,c’,e’,s’) = > 

Z&P ,c’ ,e’ 4))) 
The theory A in our original scenario is the conjunction 
of our axioms Al-A7 and Tl-T9. The substitution, Z,, 
for Potential cause p,c,e,s), should be a formula that 
uniquely identifies t ii e minimal set of potential causes in 
this situation, as follows: 
[ (p = True & c = Load & e = Loaded & s = Sl) 
v (P = Loaded & c = Shoot & e = not(Alive) & s = S3)] 
Any quadruple <p,c,e,s> satisfying this Z, obviously 
satisfies the Potential-cause predicate in this scenario. 
The substitutions for the other varying predicates should 
also specify their minimal extension in the preferred 
models. For T(f,s) we may substitute the Z,: 

[(f=Alive & (s=SO v s=Sl v s=S2)) v 
(f=Loaded & ( s = so v s=Sl v s=s2 v s=S3)) v 
(f=not(Alive) & s=S3) v 

(f=True & (s= so v s=Sl v s=s2 v s=S3)) ] 
For Result(c,s,s’) we many substitute the Z,: 

[(c = Load & s = SO & s’ = Sl) v 
(c = Wait & s = Sl & s’ = S2) v 
(c = Shoot & s = S2 & s’ = S3) ] 

For Causes(p,c,e) we may substitute the Zz: 
[(p = True & c = Load & e = Loaded) v 
(p = Loaded & c = Shoot & e = not(Alive)) ] 

For Clipped(f,s) we may substitute the Z4: 

[ f = Alive & s = S3 ] 
For Changed(f,s) we may substitute the Z,: 

[ f = Alive & s = S3 ] 
For Before(s) s’) we may substitute the Zg: 

its = so & (9’ = Sl v 9’ = s2 v 9’ = S3)) v 
(9 = Sl & (9’ = s2 v s’ = S3)) v (s = s2 & 9’ = S3)] 

These substitutions define an interpretation of their 
predicates which can be proven to satisfy the original 
axioms, although there is not space here to complete the 
proof. When this is done, it is possible to prove the 
antecedent of the circumscription axiom, leading to t’he 
result that the potential causes specified by Z, are the 
only ones that exist, which then allows proving that the 
loaded state of the gun persists, and the shooting is 
effective as intended. 

Although our knowledge of the preferred result 
assisted the derivation in this example, the circumscrip- 
tive axiom schema provides the basis for such proofs 
whether or not one knows how to choose the most useful 
substitutions for the varying predicates. Still, our exam- 

P 
le illustrates the validity of criticisms of circumscription 

e.g., Hanks and McDermott, 1986) which emphasize the 
absence of any efficient general procedure for applying it. 
Whether an efficient method can be developed for apply- 
ing circumscriptions to such causal minimizations 
remains a topic for further research. However, we have, 
nevertheless, demonstrated that such ordinary non- 
monotonic techniques can achieve the results desired for 
the temporal projection problem. Finally, the prospects 
for efficient non-monotonic techniques for causal minimi- 
zations have been brightened by recent independent 
development (Lifschitz, 
broad class of cases. 

1987) of such techniques for a 

. Chronological Minimization 
A. Background 
A chronological minimization of a time-indexed predicate 
is roughly defined as one that prefers admitting an 
instance that occurs later in time over one that occurs 
earlier in time. Chronological minimization (either of 
clipping or of knowledge) has been widely advocated for 
formalizing temporal persistence (Kautz, 1986; Lifschitz, 
1986: Shoham. 1986). However. while it has been found 
to yikld the desired ‘results in temporal projection prob- 
lems similar to our original shooting example, we have 
discovered that when there is incomplete knowledge of 
the initial state, it may not lead to the.conclusions pre- 
ferred by commonsense. Now it will be argued that, in 
certain cases, such chronological minimization cannot 
fully formalize the ordinary conception of ternporal per- 
sistence either, so that its domain of application is further 
restricted. Although this argument addresses chronologi- 
cal minimization of clipping -- because it has been more 
clearly formulated than such a minimization of 

l-laugh 221 



knowledge -- there is good reason to believe that chrono- it does not provide the basis for a general solution to the 
logical minimization of knowledge will also suffer from frame problem. 
similar limitations. 

Chronological minimization is rather suspect as a 
general basis for formalizing persistence. Why, in gen- 
eral, if there is a choice between two different changes 
occurring, should temporal persistence prefer the later 
change to the earlier one ? Of course, given a choice 
between an earlier clipping of a fact with no potential 
explanation (e.g., of “Loaded”) and a later clipping of 
one with a potential explanation (e.g., of “Alive”), then 
the later clipping is preferred. But, the basis for decision 
here is not simply a preference for later clippings over 
earlier ones, but a preference for clippings that have 
“known” potential explanations over those that do not. 
If causal minimizations were the actual basis for such 
decisions, then we would not expect there to be a basis for 
choice when competing clippings were not distinguished 
causally, regardless of whether they were distinguished 
chronologically. And, indeed, this is what we find. 
ES. Inadequacy for Temporal Persistence 
In situations where neither of two alternatively required 
clippings has a potential explanation, neither common- 
sense nor the ordinary notion of temporal persistence pro- 
vides a basis for choosing between them. A general situa- 
tion of this type is characterized by the following axioms: 
Al”) T(A, Sl) & T(B, Sl) 
A2”) Result(E1, Sl, S2) 
A3”) Result(E2, S2, S3) 
A4”) T(not(A), S2) v T(not(B), S3) 
In such a situation, the principle of presuming facts to 
persist when possible provides no basis for choosing 
between models in which A or B is clipped, and any 
faithful logic of persistence should leave both of these 
possibilities open. 

Chronologically minimizing clipping in models of 
axioms Al ’ ’ - A4” will favor models in which A persists, 
since the clipping of B occurs later, and thus, does not 
capture the ordinary notion of persistence in such cases. 
Minimizing potential or determined causes, however, will 
remain indifferent between these choices in accord with 
the ordinary notion of persistence. 

Chronological minimization of clipping is, thus, 
inadequate for formalizing the ordinary sense of temporal 
persistence in general. However, it might still be con- 
sidered adequate for applications to the frame problem or 
to the more narrowly understood temporal projection 
nroblem. since our formulation of the above counterex- 
a , 

ample is not characteristic of such problem descriptions. 
@. Inadequacy for Frame Problem 
Our counterexample schema above is not an example of a 
temporal projection problem because it specifies 
indefinite factual information about times other than the 
initial state. However, situations fitting our schema may 
easily arise in ordinary planning contexts, which include 
no specific information about the future. For example, 
our axioms (Al’ ’ - A4”) might be specified in a context 
in which the current state is S4, which was the result of 
some event in S3. It might be known in S4 that either A 
or B was clipped earlierlas indicated), due to some other 
fact known to hold in S4 that is incomnatible with both 
A and B persisting. Since such incomplete knowledge of 
the present and the past is characteristic of most real- 
world planning domains, chronological minimization will 
not provide the results preferred by ordinary temporal 
persistence (or commonsense temporal projection, for 
that matter) in many realistic planning situations; hence, 

D. Inadequacy for Temporal Projection 
Forced choice clipping situations like those just described 
can arise even within scenarios fitting the narrowly con- 
ceived problem of temporal projection. Even if the initial 
state is fully specified, certain sets of general causal rela- 
tions may lead to a forced choice of dipping one of two 
facts, neither of which has anv notential causal explana- 
tion.’ Consider situations in which two facts, A and-B, are 
initially known to be true, but the continued persistence 
of both in circumstances where certain events occur 
would lead to contradictory causal results: 
Al”‘) T(A, SO) & T(B, SO) & -T(C) SO) 

& yT(D1, SO) & -T(D2, SO) 
A2”‘) Result(Wait, SO, Sl) 
A,“‘) Result(E1, Sl, S2) 
A,“‘) Result(E2, S2, S3) 
A,“‘) Causes(A) El, C) 
A6”‘) Causes(B, E2, Dl) 
A,“‘) Causes(C) E2, D2) 
A,“‘) T(D1, s) => lT(D2, s) 
Here, the persistence of A would cause C to hold in Sl 
which would cause Dl to hold in S3, while the persistence 
of B would cause D2 to hold in S3. Thus, if A and B were 
both to persist, Dl and D2 would both hold in S3, which 
is impossible by A8”‘. Hence, the preconditions to one of 
the general causal relations A6”’ and A7”’ must be false 
in S2. Since temporal persistence provides no basis for 
choice here, only the disjunction (-T(B) S2) v -T(C) S2) 
follows. If C is false in S2, then the precondition, A, to 
the causal law supporting it, must also be false (i.e., 
-T(A) Sl)). Th us, temporal persistence supports only the 
conclusion that either A is clipped in Sl or B is clipped in 
S2. Since chronological minimization favors the later 
clipping of B (for no good reason), it does not model tem- 
poral persistence in such temporal projection situations. 

This temporal projection schema may be instan- 
tiated for an autonomous vehicle, Robbie, in a factory 
domain using the following informal definitions: 
A =df John can lock out Robbie’s forward gears. 
B =df Robbie’s reverse gears are locked out. 
C =df Robbie’s forward gears are locked out. 
Dl =df Robbie is observed moving forward. 
D2 =df Robbie is observed moving in reverse. 
Wait =df Robbie waits. 
El =df John tries to lock out Robbie’s forward gears. 
E2 =df Robbie moves. 
The causal laws are thus informally interpreted: 
A,“‘) If John is able to lock out Robbie’s forward gears, 

and attempts to do so, he will succeed. 
A,“‘) If Robbie’s forward gears are locked out, its move- 

ment will cause it to be observed moving in reverse. 
A7”‘) If Robbie’s reverse gears are locked out, its move- 

ment will cause it to be observed moving forward. 
In the initial conditions, reverse gears are locked out, 

forward gears are not locked out, John is able to lock the 
forward gears, and no robot movement is observed. 
Thus, we would ordinarily expect the robot to be unable 
to move in S2, except that we are assuming that move- 
ment occurs. Hence, one of the gears must not be locked, 
but there is no basis for deciding which one. If reverse is 
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unlocked, then in accord with persistence, we assume that 
its previously locked state was clipped in S2. If forward is 
unlocked, then the precondition (John’s ability to lock it) 
for its presumptive cause 
clipped in Sl. \ Chronologica 

John’s attempt) must be 
minimization of clipping 

clearly entails that the reverse gear must have been un- 
locked, while minimizing determined causes (or potential 
causes) allows either alternative since neither is a deter- 
mined cause in all models. 

This quite ordinary sort of situation uncovers a 
problematic assumption in the chronological minimiza- 
tion approach. It assumes that one can start with an ini- 
tial state and a planned set of events and sweep forward 
in time allowing all facts to persist until the result of 
some event clips them. However, this model is clearly 
inadequate for handling conflicting results; temporal 
backtracking must be allowed in order to accommodate 
the adjustments required by such conflicts. 

Although causal minimizations are, thus, superior to 
chronological minimization of clipping in this type of 
scenario, other conflicting result scenarios might conceiv- 
ably create problems for our approach as well. This 
remains an area for further investigation. 

V. Further Research 
Much work remains to extend the simple formulation 
presented here to handle variable length persistences, 
more complex facts as preconditions and effects, multiple 
simultaneous events of the same type, densely ordered 
time, durations of states and events, event-event causa- 
tion and default causal generalizations. Our continuing 
work (Haugh, 1987) is aimed at a temporal causal logic 
supporting all these capabilities. 

VI. Summary 

The conclusions 
lows: 

reached here may be summarized as fol- 

1) 

2) 

3) 

4) 

5) 

6) 

Contrary to Hanks and McDermott (1985, 1986), 
minimizations using ordinary non-monotonic logics 
can handle the temporal projection problem. 
Minimizing potential causes leads to the results pre- 
ferred by commonsense in all the examined instances 
of the temporal projection problem. 
Minimizing determined causes models the ordinary 
notion of temporal persistence better than chrono- 
logical minimization of clipping. 
Ordinary temporal persistence does not yield the 
conclusions preferred by commonsense in certain 
cases of incomplete initial knowledge. 
Chronological minimization of clipping does not pro- 
vide an adequate basis for solving the temporal pro- 
jection problem nor for modeling temporal per- 
sistence in a variety of cases. 
Therefore, ordinary minimizations of potential and 
determined causes better formalize temporal projec- 
tion and temporal persistence, respectively, than the 
chronological minimizations previously advocated. 
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