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Abstract 
Machine translation has been a particularly difficult 
problem in the area of Natural Language Processing 
for over two decades. Early approaches to translation 
failed in part because interaction effects of complex 
phenomena made translation appear to be unman- 
ageable. Later approaches to the problem have suc- 
ceeded but are based on many language-specific rules. 
To capture all natural language phenomena, rule- 
based systems require an overwhelming number of 
rules; thus, such translation systems either have lim- 
ited coverage, or poor performance due to formidable 
grammar size. This paper presents an implementa- 
tion of an 5nterlingual” approach to natural lan- 
guage translation. The UNITRAN system relies on 
principle-based descriptions of grammar rather than 
rule-oriented descriptions. 2 The model is based on 
linguistically motivated principles and their associ- 
ated parameters of variation. Because a few princi- 
ples cover all languages, the unmanageable grammar 
size of alternative approaches is no longer a problem. 

The problem addressed in this paper is to construct a 
translation model that operates cross-linguistically with- 
out relying on complex language-specific rules. Many ma- 
chine translation systems depend heavily on context-free 
rule-based systems. For example, the METAL system 
[Slocum, 19841, (Sl ocum and Bennett, 19851 is a trans- 
fer approach that relies on a large database of rules per 
language, solely for syntactic processing. The aim of this 
paper is to present the computational framework for UNI- 
TRAN, a syntactic translation system currently operating 
bidirectionally between Spanish and English, and to put 
into perspective how the design of the system differs from 
and compares to other translation designs. The distinction 

- lThis report describes research done at the Artificial Intelligence 
Laboratory of the Massachusetts Institute of Technology. Support 
for this work has been provided in part by the Advanced Research 
Projects Agency of the Department of Defense under Office of Naval 
Research contracts NO001480-C-0505 and NO001485-K-0124, and 
also in part by NSF Grant DCR-85552543 under a Presidential Young 
Investigator’s Award to Professor Robert C. Berwick. 

2The name UNITRAN stands for UNIversal TRANslator, that 
is, the system serves as the basis for translation across a variety of 
languages, not just two languages or a family of languages. 
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Verb Prepoaing: 
tQu6 vio Juan? 
‘What did John see?’ 

Null Subject: 
1 Vio al hombre. 

The man that John saw that ate dinner left. 
‘El hombre a quidn Juan vio que corni la cena sali6.’ 

Table 1: Sentences handled by UNITRAN 

between rule-based (non-interlingual) and principle-based 
(interlingual) systems will be presented, and the advan- 
tages of the principle-based design over other designs will 
be discussed. Finally, an overview of the UNITRAN design 
will be given, and a translation example will be shown. 

The model that has been constructed is based on ab- 
stract principles of the “Gove&rnent and Binding” (GB) 
[Chomsky, 19811 framework. The grammar is viewed as 
a modular system of principles rather than a large set of 
language-specific rules. Distinctions among languages are 
handled by settings of parameters associated with the prin- 
ciples. Several types of phenomena are handled without 
sacrificing cross-linguistic application (table 1 shows some 
examples). 

The system gives the user access to parameter set- 
tings, thus enabling additional languages to be handled. 
Interaction effects of the principles are handled by the sys- 
tem, not the user, thus eliminating the task of spelling 
out the details of rule applications. Before the source lan- 
guage processing (parsing) takes place, the parameters are 
set according to the source language values, and are then 
reset according to the target language values before target 
language processing (generation) occurs. For example, a 
“constituent order” parameter is associated with a univer- 
sal principle that requires a language-dependent ordering 
of constituents with respect to a phrase. The user should 

SThe “{.. , . . }” notation denotes optionality. 
of the sentence may either be he or she. 

Thus, the subject 
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Figure I: Transfer Translation Approach as found in 
METAL (1984) 

set this parameter to be head-initial for a language like 
English, but head-final for a language like Japanese. 

Translation is primarily syntactic; thus, there is no 
global contextual “understanding” (the system translates 
one sentence at a time). Semantics is incorporated only 
to the extent of locating possible antecedents of pronouns 
(e.g., linking himself with he in the sentence he dressed 
hinasdf), and assigning semantic roles (e.g., designating he 
as “agent-of-action” in he ate dinner) to certain arguments 
of verbs.” It should be noted that determining the map 
ping between arguments of semantically equivalent verbs is 
nontrivial.5 For example, although the Spanish verb gus- 
tar is semantically equivalent to the English verb like, the 
argument structures of these two verbs differ. The sub- 
ject of Iike is the agent, whereas the object of gustar is 
the agent. Because of such cases of thematic divergence, 
the argument structure of a source language verb must be 
matched with the argument structure of the corresponding 
target language verb before substitution takes place. 

This section compares a non-interlingual (rule-based) sys- 
tem to the interlingual (principle-based) design of UNI- 
TRAN. 

an& approach to translation has been taken 
[Slocum, 19841, [Slocum and Bennett, 19851. 

In this approach there is a parser and a generator for each 
source and target language. In addition, there are a set of 
transfer components, one for each source-target language 
pair (see figure 1). The transfer phase is actually a third 
translation stage in which one language-specific represen- 
tation is mapped into another. The METAL system cur- 
rently translates from German into Chinese and Spanish, 
as well as from English into German. 

“This is not to say that semantic issues should be ignored in ma- 
chine transurlation; on the contrary, semantics may be the next step 
in the evolution of the translation system presented here. 

61n general, an argu nz& of a verb is a subject or an object of the 
verb, as specified in the verb’s dictionary entry. 

cl Parser 3 

Source Target 
Sentence Sentence 

Figure 2: The Interlingual Design of UNITRAN 

The malady of the transfer approach is that each of 
the parsing, generation and transfer components is en- 
tirely language-specific. 6 Because the system has no ac- 
cess to universal principles, there is no consistency across 
the components; thus, each component has an indepen- 
dent theoretical and engineering basis. Rather than ab- 
stracting principles that are common to all languages into 
separate modules that are activated during translation of 
any language, each component must independently include 
all of the information required to translate that language, 
whether or not the information is universal. For exam- 
ple, agreement information must be encoded into each rule 
in the METAL system; there is no separate agreement 
module that can apply to other rules. Consequently, in 
order to account for a wide range of phenomena, thou- 
sands of idiosyncratic rules are required for each language, 
thus increasing parse time. Furthermore, there is no “rule- 
sharing” - all rules apply to only one language. 

0 nterlingual 

The translation model described in this paper moves away 
from the language-specific rule-based design, and moves 
toward a linguistically motivated principle-based design. 
The approach is interlingual, (i.e., the source language is 
mapped into a form that is independent of any language); 
thus, there are no transfer modules or language-specific 
rules. 

The interlingual approach has been taken in the past 
[Sharp, 19851; h owever, the UNITRAN system differs from 

61n Slocum’s system, the type of grammar formalism is allowed 
to vary from language to language; however, regardless of the type of 
grammar formalism employed, each parser is nevertheless based on a 
large database of language-specific rules. FOP example, the German 
parser is based on phrase-structure grammar, augmented by proce- 
dures for transformations, and the English parser employs a modified 
GPSG approach. 
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Table 2: Parameter Values for Spanish and English 

Conztituont Order: 
The man ate cheese. 

*The man cheese ate.’ 
Null Subject: 

*John hi saw the man. 
Inversion: 

Table 3: Effects of Parameter Settings for Spanish and 
English 

Sharp’s system in three respects. First, the system uses 
the same parser and generator for all languages, whereas 
Sharp’s system requires the user to supply parser for each 
source language and a generator for each target language. 
Second, the user is allowed to specify parameter values to 
the principles - thus modifying the effect of the principles 
from language to language - while in Sharp’s system, the 
user has limited access to the parameters of the system 
( e.g., the “constituent order” parameter mentioned in sec- 
tion I is not available for modification). Third, the system 
generates rules on the fly using linguistically motivated 
principles; by contrast, in Sharp’s system context-free rules 
(set up for English-like languages) are hardwired into the 
code; thus, languages (like German or Japanese) that do 
not have the same order of constituents as English cannot 
be handled by the system. The result is that the class of 
languages that can be translated is limited. 

The approach presented here more closely approxi- 
mates a true universal approach since the principles that 
apply across all languages are entirely separate from the 
language-specific characteristics expressed by parameter 
settings.* Figure 2 illustrates the design of the model. 

lThe equivalent structure for +thc ))2~01 cheese ate (= *cl hombre queso 
com+G) is illegal in Spanish also. On the other hand, the sentence is 
legal for Japanese and other head-final languages. 

8The approach is ‘universal” only to the extent that the linguis- 
tic theory is “universal.” There are some residual phenomena not 
covered by the theory that are consequently not handled by the sys- 
tem in a principle-based manner. For example, the language-specific 
English rules of i&insertion and do-insc*tion cannot be accounted for 
by parameterized principles, but must be individually stipulated as 
idiosyncratic rules-of English. Happily, there appear to be-only a few 
such rule8 per language since the principle-based approach factors 
out most of the commonalities acro88 languages. 
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Figure 3: Structure-Building and Linguistic Constraint 
Modules of UNITRAN 

The parser and generator are user-programmable: all of 
the principles associated with the system are associated 
with parameters that are set by the user. Thus, the user 
does not need to supply a source language parser or a 
target language generator since these are already part of 
the translation system. The only requirement is that the 
built-in parser and generator be programmed (via param- 
eter settings) to process the source and target languages. 
For example, the user must specify that an English sen- 
tence requires a subject, but that a Spanish sentence does 
not require a subject. This is done by setting the “null 
subject” parameter to TRUE; by contrast, this parameter 
must be set to FALSE for English. (For details on the 
null subject parameter, see [van Riemsdijk and Williams, 
19861.) Table 2 shows some examples of the parameters 
and their settings for Spanish and English. Table 3 de- 
scribes the effects of each these parameters respectively.’ 
A dictionary for each language must also be supplied. The 
next section describes the system in more detail. 

II-H, verview of UNIT 
The translation system consists of three stages: First, the 
parser takes a morphologically analyzed input and returns 
a tree structure that encodes structural relations among 
elements of source language sentence. (This structure is 
the “interlingual” representation that underlies both lan- 
guages.) Second, substitution routines replace the source 
language constituents with the thematically correspond- 
ing target language lexical entries. Third, the generator 
performs movement and morphological synthesis, thus de- 
riving the target language sentence. 

All three translation stages operate in a co-routine 
fashion: the flow of control is passed back and forth be- 
tween a structure-building module and a linguistic con- 

“An asterisk (*) de note8 ill-formedness. 
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Table 4: Translation Tasks of Structure-Building and Lin- 
guistic Constraint Modules 

straint module. (See figure 3.) At each of the three stages 
of translation, processing tasks are divided between the 
two modules as shown in table 4. 

During the parsing stage the structure-building com- 
ponent, an implementation of the Earley algorithm (see 
[Earley, 19701)) applies predicting, scanning and complet- 
ing actions, while the linguistic constraint component, an 
implementation of GB principles, enforces well-formedness 
conditions on the structures passed to it. The phrase- 
structures that are built by the structurce-building com- 
ponent are underspecified, (i.e., they do not include in- 

the system avoids computational costs due to large gram- 
mar size. 

Just prior to the lexical substitution stage, the source 
language sentence is in an underlying form, i.e., a form 
that can be translated into any target language accord- 
ing to conditions relevant to that target language. This 
means that all participants of the main action (e.g., agent, 
patient, etc.) of the sentence are identified and placed in 
a “base” position relative to the main verb. At the level 
of lexical substitution, the structure-building module sim- 
ply replaces target language words with their equivalent 
target language translations while the linguistic constraint 
module applies tests for for semantic mismatches as in the 
gustar-like example mentioned in section I, and fulfills ar- 
gument structure requirements. 

During generation, the structure-building module 
transforms the sentence into a grammatically acceptable 
form with respect to the target language; in English the 
underlying form wes called John would be transformed into 
the surface form John was called. Tests for grammatical- 
ity are made by the linguistic constraint module according 
to structural and morphological constraints, which are pa- 
rameterized to satisfy the target language requirements. 

formation about agreement, abstract case, semantic roles, 
argument structure, etc.); the basis of these structures is 
a set of templates derived during a precompilation phase 
according to certain source language parameters.l’ The 
linguistic constraint component eliminates or modifies the 
underspecified phrase-structures according to principles of 
GB (e.g., agreement filters, case filters, argument require- 
ments, semantic role conditions, etc.). This design is con- 
sistent with several studies that indicate that the human 
language processor initially assigns a (possibly ambiguous 
or under-specified) structural analysis to a sentence, leaving 
lexical and semantic decisions for subsequent processing. 
(See [Frazier, 19861.) B ecause the linguistic constraints 
are available during parsing, the structures built by the 
structure-building module need not be elaborate; conse- 
quently the grammar size need not, and should not, be as 
large as is found in many other parsing systems. l1 Thus, 

loThe precompilation phase is discussed in [Dorr, 19871, but is not 
the focus of this paper. In a nutshell, it consists of compiling the 
principles of a GB subtheory (X-Theory) concerning phrase struc- 
ture templates. These templates are generated according to certain 
parameter settings (e.g., constituent order, choice of specifiers, etc.) 
of the source language. The precompiled tihrase structures are then 
used to drive the parsing mechanism. 

l”In fact, the number of phrase structure templates that are gen- 
erated per language generally does not exceed 150 since there are a 
limited number of configurations per language that are allowed by the 
principles of X-Theory. Thus, the running time of the parser is not 

This section demonstrates the parsing, substitution and 
generation stages for translation of the following sentence: 

(1) c omi6 una manzana. 
‘{Be, she} ate an apple.’ 

0 

As mentioned in section ILB, there is a “null subject” 
parameter that is set to TRUE for Spanish. The parser 
must access this parameter to “know” that a missing sub- 
ject in (1) does not rule out the sentence (as it would in 
English). Figure 4 gives snapshots of the parser in ac- 
tion. First the Earley structure-building component pre- 
dicts that the sentence has a noun phrase (NP) and a verb 
phrase (W) (see (a)), the order of which is determined 
by the %onstituent order” parameter at precompilation 
time.12 The only structures available for prediction by 
the Earley module are those generated at precompilation 
time; thus, at this point no further information about the 
structure is available until the linguistic constraint module 
takes control. 

The constraint module accesses the “null subject” pa- 
rameter, which dictates that the empty element attached 

subject to the same slow-downs that are found in other systems. (As 
noted in [Barton, 19841 in a typical parsing system the description 
of a language is lengthy, thus increasing the running time of many 
parsing algorithms. For example, Earley algorithm for context-free 
language parsing can quadruple its running time when the grammar 
size is doubled.) 

‘%ince Spanish is a ko&dtitiaJ language, NP must precede VP. 
This would not be the case for non-hea&aa%ol languages. 
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L) rcomi6 una manzana (b) Acorni una manzana * 

A 
NP VP 

/A 
NP VP 

I 

4+d 

c) COm%Auna manzana (d) comib una manZr&miA 

A /A 

Ni- 7 T A 

4+p4 
8 = agent 

V e[+prol v 

I 

8 = agent 

I A 
comer comer una manzana 

[+wt St3 IPI [+pst sg lP1 8 = goal 

Figure 4: Snapshots of Parser in Action 

to NP is a subject; the [+pro] (pronominal) feature is as- 
sociated with the node (see (b)) so that subject will ac- 
commodate both null subject source languages and overt 
subject source languages.13 

In snapshot (c), the Earley module expands VP and 
scans the first input word comer.l* Now the Earley mod- 
ule cannot proceed any further; thus, the constraint mod- 
ule takes over again. First a semantic role (or d-role, as it 
is called in GB Theory) of agent is assigned to the empty 
subject of the sentence. This information is determined 
from the dictionary entry of comer which dictates that 
this verb requires both an agent (assigned to the subject 
or external argument of the verb) and a theme (assigned 
to the object or internal argument of the verb). The dic- 
tionary entry for comer is encoded as follows: 

(comer: Cext : agent] tint: theme] V 
(english: eat) (french: manger) . . .) 

18For example, Italian and Hebrew do not require an overt subject, 
but English and French do; thus, during a later stage (generation), 
e[pro] will either be left as is, or lexicalized to a pronominal form 
(e.g., hc or she in English) that agrees with the main verb. 

l*The verb cornid has been changed to the infinitive form comer 
(with person, tense, and number features) via a morphological anal- 
ysis that precede8 the parsing stage. The details of the morphological 
analysis stage will not be discussed here. 

Table 5: Thematic Correspondence (Comer and Eat) vs. 
Thematic Divergence (Gustar and Like) 

In order to parse the final two words, the constraint 
module first predicts that a noun phrase (corresponding 
to the internal argument of comer) follows the verb. Then 
the Earley module scans the final two words, thus complet- 
ing the NP and allowing the constraint module to assign a 
&role of theme to una manzana. Snapshot (d) shows the 
completed parse. The sentence is now in the underlying 
(interlingual) form required for the substitution and gen- 
dration phases. That is, all participants (ugent and theme) 
of the main action (comer) have been identified, and all ar- 
guments (subject and object) are in their “base” positions 
(external and internal) with respect to the verb comer. 
The equivalent source language sentence can now be de- 
rived via the generator (which is programmed to operate 
on the basis of the target language parameter settings). 

B. Substitution Stage 
There are two parts to the substitution stage. First, a 
mapping between thematic roles takes place. That is, the 
argument structure of the source language verb comer is 
examined to determine the position of the agent and the 
theme for the target language verb eat. In the example 
presented here, the positioning of agent and theme are 
the same for both Spanish and English, Le., the agent is 
external and the theme is internal in both cases. Thus, 
the thematic divergence test is not required; the agent and 
theme are directly translated in situ. However, this direct 
mapping does not always apply, e.g., in the case of the 
gustar-like divergence discussed in section I. 

Table 5 illustrates the distinction between the argu- 
ment structures of comer and gustar. In such cases of 
thematic divergence, a more complex mapping is required. 

The second part of the substitution stage is lexical re- 
placement. All verbs and arguments are replaced by the 
corresponding equivalent forms found in the lexical entries 
of the source language words. The resulting target lan- 
guage underlying form is shown in figure 5. 

C. Generation Stage 
Generation is both structural and morphological. First, 
structural routines check to see whether movement (e.g., 
passivization, raising, etc.) is required. Because the sen- 
tence is a simple active sentence, no such movement is 
required. Next, morphological routines take over to gen- 
erate the correct form of the main verb, and also to real- 
ize the subject of the sentence, which up until this point 
has been empty. In order for this realization (or lexical- 
i&ion) to take place, the generator must “know” that 
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NP VP 

8 = agent ’ 

eat 
i+pst f% 1Pl 

an apple 
19 = goal 

Figure 5: Target Language Underlying Form 

English requires a subject - otherwise, the subject will 
incorrectly be left unrealized. Thus, the “null subject” pa- 
rameter mentioned in section 1I.B is accessed at generation 
time. The final target language sentences are: 

(2) He ate an apple. 
She ate an apple. 

Note that the form e[+pro] has been lexicalized as both 
he and she to match the person and number of the verb 
eat. The translation has revealed an ambiguity that exists 
implicitly in the Spanish source sentence: without context, 
the subject of the Spanish sentence may be interpreted as 
either he or she. 

The system described here is based on modular theories 
of syntax which include systems of principles and param- 
eters rather than complex, language-specific rules. The 
contribution put forth by this investigation is two-fold: 
(a) from a linguistic point of view, the investigation al- 
lows the principles of GB to be realized and verified; and 
(b) from a computational perspective, descriptions of natu- 
ral grammars are simplified, thus easing the programmer’s 
and grammar writer’s task. The model not only permits 
a language to be described by the same set of parameters 
that specify the language in linguistic theory, but it also 
eases the burden of the programmer by handling interac- 
tion effects of universal principles without requiring that 
the effects be specifically spelled out. 

Currently the UNITRAN system operates bidirection- 
ally between Spanish and English; other languages may 
easily be added simply by setting the parameters to ac- 
commodate those languages.15 

I would like to thank Bob Berwick, Ed Barton, Sandi- 
way Fong and Dave Braunegg, all of whom provided useful 
guidance and commentary during this research. 
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