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Abstract 
A Perceptual Significance Hierarchy (PSH) for line art images 
is developed which represents the relative perceptual 
significance of each image component. This is possible through 
the use of a set of image-features which are used by the 
human visual system. The PSH and related rho-space com- 
puter vrsion algorithms can be used to automate the fake color 
separation process used by the printing industry. This is 
accomplished by adding rudimentary visual processing capabil- 
ities to a computer graphics system. 

This paper describes an application of Artificial Intelligence 
techniques to a pre-press problem in the printing industry, 
color separation. This application area is interesting as it is one 
where expert systems techniques are not useful, where rule- 
based reasoning is inappropriate, and where relational 
knowledge bases make no sense. Instead, AI techniques based 
on basic visual perceptual computations and the parallel pro- 
cessing of visual information are required. This can be accom- 
plished through the use of a Perceptual Significance Hierarchy 
(PSH), as described below. 

A. The Color Separation Application 
The printing industry is rapidly becoming an entirely elec- 
tronic computer-based industry. However not all of the pre- 
press processes have been successfully computerized. Color 
separation is one such process. Before a colored image can be 
printed, it must go through the color separation process, which 
creates three or four separate plates - one each for printing 
cyan, magenta, yellow, and if required, black. 

There are two types of color separation: process and fake. 
Process color separation is used for photographic images, and 
has been successfully automated by using colored filters to opt- 
ically separate the colors projected from the negative of a color 
photograph. An example of images printed from process color 
separation are the color photographs in weekly news maga- 
zines. Fake color separation is used for line-art images such as 
the Sunday comics or commercial art. In this case, the printing 
company receives black and white art-work, and information 
about the color for each image region. The task is then to color 
in, by number, each region in the image. Despite the simple 
concept, this is a difficult problem. 

At present there are two techniques for fake color separa- 
tion: one is completely manual; and the other uses computer 
graphics techniques. In the manual technique, for each 

particular desired color in the image, a sheet of transparent are 
tate is laid on top of the original line drawing art, and blochs 
of translucent red cellophane tape are laid over each region to 
be colored the particular color. The red tape is then cut to the 
exact shape of the areas to be colored with an Xacto knife, and 
the excess tape peeled away. The acetate sheets are kept 
aligned with each other and with the original artwork by 
punching holes in their margins which fit over precisely 
aligned registration pins. This labor intensive manual color 
separation is still widely used. 

In the latter technique the artwork is digitized and 
displayed on a computer graphics workstation. The user can 
specify a particular color using a color palette, and then can 
indicate which region should be filled with that color by point- 
ing to the region with the cursor. A seed-fill algorithm can 
then be used to fill the desired region with the selected color 
[l]. After th e user has interactively colored in all of the 
image, the graphics system can compute the three or four 
required printing plates. 

There are several basic problems with the computer 
graphics based techniques, as illustrated by the simple line 
drawing in Figure 1: 

1) First, extra lines. in a region can cause problems. For exam- 
ple, if the bottom of the container was to be colored blue, then 
the user would have to separately select and fill each of the 
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four regions of the bottom of the container. The human visual 
system can readily segment the entire bottom of the container 
into a single region, and it would be preferable if the user 
could fill such a “perceptual region” with a single fill com- 
mand. For this particular example, the added cost of having to 
fill each image region may not be too large, but in many 
images this problem is more severe as artists often use lines to 
indicate texture, patterns, and interior lines, and these lines can 
divide a single perceptual region into many separate regions. 
Even in complex cases the user could point separately to each 
small region, but quite rightly, they refuse to use such an 
inefficient algorithm. 

2) This problem of subdivided regions can also arise when lines 
from separate objects intersect. In Figure 1 the stem of the 
flower intersects the top boundary of the container, and divides 
the container top into two regions, which would again require 
separate fill commands. 

mary components. The goal of this research was to give the 
machine a rudimentary visual sense, so that it can perform 
some, but not necessarily all of the segmentation process. Any 
portion of the retouching stage that could not be handled by 
the machine vision preprocessing system would be done by the 
user at the graphics workstation. 

The goal was not to create a computer image understand- 
ing or scene analysis system, as the machine does not have to 
know what an object is, in order to color it, but only that a 
given region constitutes an object. The computer vision system 
just needs to be able to segment an image into regions which 
correspond to objects or object parts. And this can even be 
done with human interaction. 

C. Perceptual Signi 
One theoretical approach to this problem can be expressed in 
terms of a Perceptual Significance Hierarchy (PSH). There are 

3) Third, many regions are not surrounded by a closed contour. 
For example, there is a gap in the boundary of the top of the 
container. Such gaps may not seem significant to human 
observers, they understand that the boundary encloses a single 
region. But such gaps create problems for seed-fill algorithms 
as the color assigned to a region will “leak” out through any 
gaps and fill the surrounding region. 

4) The fourth problem is that some regions in line drawings 
are defined, not by lines, but by illusory contours, as in the 
center of the flower in Figure 1. Again, in such situations 
seed-fill algorithms are useless. 

There are two basic solutions currently used by the 
printing industry to solve these problems. The first solution is 
to simply make restrictions on the type of artwork that can be 
separated using the computer graphics techniques. One poten- 
tial means would be to require that all artists and cartoonists 
that submit line drawings for color separation ensure that none 
of the four problems would arise in their work. This approach 
is obviously not possible as it would dramatically interfere 
with artistic license. Some pre-press companies do require that 
artwork be generated on a computer graphics workstation 
using techniques which do not allow images with any of the 
four problems to be produced. But this solution is only possi- 
ble when the pre-press industry handles both the color separa- 
tion and the image creation stages. All other types of images 
have to be separated using manual techniques. 

Other pre-press companies handle these problems by 
manually retouching artwork before it is digitized. A techni- 
cian will “white-out” the extra texture and pattern lines that 
divide single regions, and will draw in black connecting lines 
wherever there are gaps or illusory contours. The retouched 
art-work can then be digitized and colored in interactively. 

This is much more efficient than the completely manual tech- 
nique, but is still very labor- intensive. In fact, the retouching 

stage requires as much time as the interactive coloring, which 
makes the system both expensive and slow. 

various hierarchical image processing and image interpretation 
techniques. For example, many pyramid algorithms are based 
on the hierarchy of spatial resolution [21. Another example 
would be hierarchical object representation, where an object is 
represented at various levels of detail [31. In contrast, the PSH 
is based upon the perceptual significance of image components. 
Thus instead of representing an object at various levels of 
detail, the PSH would have a top level where only the most 
significant image components were represented, intermediate 
levels where the next most significant components would 
appear, and a bottom level where all image components would 
be represented. 

For example, most observers say that the large rectangle 
is the most perceptually significant component of the scene in 
Fig. 2a, and that the unconnected diagonal lines are the least 
significant components. This could be represented in a PSH as 
shown in part b of Fig. 2, with the rectangle represented as 

being most significant by it’s presence at the top level. Simi- 
larly, the interior lines of the rectangle are represented in the 
PSH as being of intermediate significance, and the diagonal 
lines as having the least perceptual significance. 

A PSH would have several uses. First, if a PSH can be 
computed in parallel over an entire image (as is possible using 
the method described in Section III>, then the PSH can be used 
to focus the attention of subsequent non-parallel techniques. 
For example, the PSH could be used to improve the efficiency of 
model-matching by having only the most perceptually 
significant image components matched first. Another use of a 
PSH could be to aid in segmentation (see Section IV). 

The goal of the theoretical portion of this research is to 
develop computer vision algorithms which produce a PSH. 
The approach taken is to look to the human visual system for 
inspiration. This approach will not always be useful in com- 
puter vision as the solutions used by the human visual system 
may be based on limitations of the neural hardware which do 
not exist in computer systems. However, in other cases, the 
human solution may be based on the general problem of vision, 

* Goa1 for AH Techniques 
and thus be useful for machine vision systems as well. Using 
the human visual system for inspiration is especially relevant 

The goal of this research is to apply AI techniques to remove 
the retouching stage Of color separation by enabling a computer 
to perform much of that preprocessing. Current electronic 
color separation SYStemS represent a division of labor between 
human and machine, where a human visual system performs 
the segmentation of an image into objects or significant parts of 
objects to be colored - this is done in the retouching stage - and 
the machine takes care of most of the detail of filling in the 
segments with color and separating the colors into their pri- 

for the color separation application as artists may use a seman- 
tics of line art that is based on the semantics used by humans 
in the visual perception of line art. 

* 

How do humans perceive line art; what aspects of line draw- 
ings are perceptually significant? Psychophysical experiments 
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have been used to provide answers to these questions [4]. The 
experimental results show that the local connections between 
the ends of lines and curves are important. In fact, before the 
action of context or other cognitive effects, the perceptual 
significance of a line or curve is based on the type of connec- 
tion at it’s two ends. There is actually a hierarchy of connec- 
tion types as illustrated in Figure 3, where an instance of each 
of the three possible types of end connections are shown. Lines 
terminating in Type A connections are the most perceptually 

significant, 
on [5]. 

those with B are the next most significant, and so 

Figure 3 

X 

I’@ hierarchy of line end connections contains some of 
the connections which have been previously used in computer 
vision algorithms: corners [6], and ‘L’, ‘T’, and ‘fork’ junctions 
[7-lo]. But this end connection hierarchy is different in several 
ways: first, with the addition of one additional connection type 
it can be applied to both straight and curved lines; second, it is 
domain independent; third, only four types of connections are 
present; and fourth, this hierarchy has been proven to be 
geometrically complete, thus all potential connections between 
the end and interjacent points of lines can be classified as one 
of the four connection types A, B, C or D [5]. However, the 
most important difference is that these end connection features 
will not be used for constraint labeling as a part of object 
interpretation, but rather for a lower level task such as image 
segmentation. 

These end connection features can be used to develop a 
PSH. But first it is interesting to ask “Why should the end 
connection features be significant?’ What scene invariants do 
they capture? This can be explored by making two simple 
assumptions. First, assume that the viewpoint is representative 
[l I, 121. This means we assume we are not looking at a scene 
from a limited number of viewpoints which cause the objects 
to appear to be accidentally aligned. The second assumption is 
that the objects are not accidentally aligned. 

From these assumptions it is possible to make various 
inferences about the perceptual significance of the end- 
connection features [13]. For example, it can be shown that 
lines associated with the type A connection have a higher pro- 
bability of having arisen from the bounding contour of an 
object, while the type B are more likely to have arisen from 
objects than non-objects. The type C connections are most 
likely to represent one object occluding another, and the type D 
connections would most likely arise from the intersection of 
two wires or transparent edges. 

So the hypothesis is that these features are important 
because it is more probable that such features would arise from 
the physical properties of objects in a scene than from other 
causes. Thus the lines associated with these features should 
contain more information about objects in a scene than lines 
lacking these features, and thus be more perceptually 
significant. 

ctio 
We can use this hypothesis to develop a technique for selec- 

tively enhancing an image by categorizing lines and curves in 
terms of their end connections. The algorithm for producing 
the PSH assumes that the perceptual significance of a line is 

determined by the type of connection at each end of the line. 
This assumes that a line has exactly two ends, which is possi- 
ble if lines are assumed to lack d&continuities in orientation, 
and if branching lines are assumed to be broken at branching 
intersections [14]. It will be further assumed that a single type 
A connection makes a line more perceptually significant than 
having two type B connections, and that a single type B con- 
nection implies more significance than a single type C connec- 
tion. Thus a PSH can be created by assigning those lines which 
have type A connections at both ends to the top level of the 
hierarchy (which will be referred to as Level 11, and similarly 
assigning all lines to a level of the PSH based on the type of 
connections at each end of the line. The PSH will then have 
ten levels. 

Figure 4 shows an example of a PSH; the PSH of the 
drawing seen in Figure 1. Note that the outer contours of 
objects are judged to be more significant than the inner con- 
tours, or lines perceived as texture or pattern. (This example 
also shows the results of processes which fill in the gaps in 
lines and generate illusory 
cussed in later sections.) 

contours. Both processes are dis- 

The PSH can be used to create a generic segmentation algo- 
rithm, w hich will segment a line drawing into perceptually 

Figure 4 

significant segments 1131. The output of the algorithm is a 
labeled version of the line drawing where each label 
corresponds to a separate segment. The segmentation algorithm 
is described in 1153. 

Figure 5 shows an example of the results of the segmen- 
tation algorithm. The two figures differ only by one small 
line, but we see the one as one object and the other as two. The 
algorithm results agree with this perception as the first figure 
is represented as a single segment, yet the second is representid 
as two segments (as indicated by the different line styles). 
Note that this segmentation is different from that done by 
Hoffman and Richards [16]. They segment a single closed con- 
tour into subparts, but the algorithm discussed here can seg- 
ment an entire image into parts. 
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esentation 

An important issue remains to be discussed - - is it possible to 
detect and represent the end connection features in images? 
Assume that a line drawing can be turned into a binary image. 
It may have lines which vary in width, which means some 
method of extracting a representation of lines must be used. 
However, standard thinning techniques cannot be used as they 
alter the connectivity of lines. Similarly there are many types 
of edge detectors that cannot be used, as they alter connectivity 
of lines or regions. For example, the type B end connection 
would never occur with circularly symmetric gaussian based 
edge operators. Finally, the techniques for representation must 
be able to provide an interpretation for intersecting lines in 
which the constituent lines are not necessarily connected. 

A technique which meets these criteria was developed - it 
is the rho-space representation of oriented edges as described in 
Walters [ 13,141. In rho-space the x and y dimensions 
correspond to the spatial dimensions of the image, and the rho 
dimension is the local orientation dimension. Rho-space is 
assumed to be a discretely sampled space, thus there are only a 
limited number of orientations explicitly represented. The x 
and y dimensions are also discretely sampled. 

Figure 5 

Figure 6 Figure 7 

The algorithms developed for the rho-space representation 
assume there is a single processor associated with each point or 
pixel in space, and that each processor is locally connected only 
to those processors in it’s local 3-D neighborhood. Thus rho- 
space might be implemented using a 3-D mesh connected com- 
puter. 

The input to rho-space is the nonthresholded output of 
oriented edge operators. The basic idea is that local computa- 
tions based on the value of points within a local neighborhood 
can be used to process an image and detect and represent the 
end connection features. Thus, although the response of a sin- 
gle edge operator cannot be unambiguously interpreted through 
the local interactions between neighboring responses, an unam- 

biguous interpretation is possible. 

The local parallel computations performed on the rho- 
space representation can be loosely described as thinning the 

line representations, filling short gaps in lines, and removing 

noise. An example of these excitatory and inhibitory Processes 
is seen in Figure 6, where part a contains the Original image. 
Part b shows the nonzero responses of the edge operators. Part 
c shows the results after lateral inhibition, which removes 
many spurious responses of the edge operators. Part d is after 
short-range linear inhibition which removes InOre nonzero line 
points. Part e shows the small gaps being filled in by short- 
range linear excitation, while part f shows the short, uncon- 
nected lines removed after mid-range linear inhibition, yielding 
the “clean” image. (More details of these excitatory and inhibi- 
tory interactions can be found in [14I). 

Figure 6 also shows how these parallel algorithms have 
the useful property of generating illusory contours. If Figure 

6a is viewed from the appropriate distance, the center may 
appear darker than the background. This can be explained by 

an illusory contour being formed around the central region. 

Note that in Figure 6f an illusory contour is generated as a 
result Of the rho-space computations. Notice the short lines 
rel’llaill ill Part c after lateral inhibition. Such lines were con- 
sidered to be an inherent problem of oriented edge operators by 

Marr and Hildreth [171, but in fact these orthogonal end lines 
may play a key role in producing illusory contours. It is also 
interesting to note that the PSH for this image indicates that 
the illusory contour is more perceptually significant than the 
straight lines in the pattern. 

The PSH and rho-space algorithms can be used to automate the 
color separation process by removing the necessity for the 
manual touch-up stage previously required to solve the four 
problems listed in Section 1.1. As some of the initial computa- 
tions such as convolution are computationally intensive, they 
can be performed non-interactively in a preprocessing stage. 
After preprocessing, the resultant image can be sent to graphics 
workstations for interactive processing. 

A. reprocessing 
The line drawings to be color separated are digitized. In order 
to apply the vision algorithms, the images must then be con- 
volved with a set of oriented line detectors, to transform the 
image into the rho-space representation. The next stage of pro- 
cessing involves the local parallel operations performed on the 
rho-space representation. 

The final stage of preprocessing is the detection and 
representation of instances of the end-connection features in 
the image. Using these features, the PSH algorithm attaches a 
label to each image line which indicates its perceptual 
significance level. These labels will be used in the interactive 
processing stage. The labeled image is now ready for the 
interactive stage of processing. 

e Interactive Color Separation 
The preprocessed line-drawing images can be viewed by the 
user on the monitor at the graphics workstation. As a supple- 
ment to the currently available graphics techniques, the user 
has three interactive techniques available which are based on 
these computer vision algorithms: 
1) PSH, 
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References 2) Segmentation, and 
3) Line Extension. 

The PSH can be used to solve the texture and the inter- 
secting lines problems and to solve some contour intersection 
problems. 

The user can select the PSH, and then by moving a slider 
view it at any level of significance. To color in the bottom of 
the container in Figure 1, the user could select the PSH shown 
in Figure 4. The user can then select a particular sub-image. 
For example, using a slider value of 5, 6, or 7, the user could 
select the image shown in Figure 4 and a single fill operation 
can be performed. 

Similarly, to fill the top of the container, a value of 5, 6 
or 7 could be chosen to allow the fill of the perceptual region 
with one command. 

But not all contour intersection problems are solved by 
this technique. For example, with the two vase picture seen in 
Figure 7, all lines would appear at the 1 level. In that case, 
the user could select the segmentation image and then view the 
segments individually, which would allow filling in one step. 

The rho-space algorithms can fill gaps in lines. In addi- 
tion, the system can interactively extend lines or curves to fill 
gaps. This is done by extending each line which is hot con- 
nected at its end, in a direction determined by it’s local curva- 
ture. The rho-space representation makes this easily imple- 
mentable. Any new end connections are detected and the asso- 
ciated lines temporarily relabeled with their new end- 
connection enhancement values. The amount that lines are 
extended is controlled by the user using a graphical potentiom- 
eter. Once an extended line meets another line, the line is not 
further extended. 

Finally illusory contours can be formed by rho-space pro- 
cessing. These contours then become just as real as any other 
contour, and thus can be used for filling. 

wcess of the Vision Alga-it 
It is estimated that the use of the computer vision algorithms 
in the interactive fake color separation process can accomplish 
80% of the tasks presently done during the manual retouching 
stage. This means that it is now more economical to dispense 
with the labor-intensive retouching stage, and to handle the 
gap-filling, and removal of extraneous lines interactively using 
the vision/graphics system. 

The success of these vision algorithms appears to arise 
from their basis in features used by the human visual system, 
which makes them ideally suited for dealing with human- 
generated line-art. Another reason for their success is that 
these vision algorithms are general-purpose: they do not require 

any model-based processing, or domain-specific knowledge, but 
depend instead on generic knowledge about line-art. A final 
reason for the success of these vision algorithms, is that they 
generally provide more than one technique for solving a given 
color separation problem, and this redundancy improves the 
chances of finding a solution. 
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