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Causal models can provide richly-detailed knowl- 
edge bases for producing explanations about be- 
haviors in many domains, a task often termed 
interpretation or diagnosis. However, produc- 
ing a causal explanation from the model can be 
time-consuming. This paper describes a system 
that solves a new problem by recalling a previous, 
similar problem and modifying its solution to fit 
the current problem. Because it is unlikely that 
any new problem will exactly match a previous 
one, the system evaluates differences between the 
problems using a set of evidence principles that 
allow the system to reason about such concepts as 
alternate lines of evidence, additional supporting 
evidence, and inconsistent evidence. If all dif- 
ferences between the new situation and the re- 
membered situation are found to be insignificant, 
the previous causal explanation is adapted to fit 
the new case. This technique results in the same 
solution, but with an average of two orders of 
magnitude less effort. The evidence principles are 
domain independent, and the information neces- 
sary to apply them to other domain models is 
described. 

31 Explanation transfer 
Causal models are frequently proposed for knowledge- 
based systems because they have a wide range of appli- 
cability, they are robust, and they contain detailed infor- 
mation for providing explanations of their reasoning. In 
practice they are not widely used because they are inef- 
ficient compared to associational rules or other types of 
“compiled” knowledge. This inefficiency could be reduced 
by using a paradigm such as Case-Based Reasoning [Kolod- 
ner, 19851, which uses a memory of previously-solved prob- 
lems to avoid unnecessarily reproducing complex reason- 
ing. When presented with a new problem, case-based rea- 
soning programs recall a similar problem and adapt its 
solution to the new case. However, the match between a 
new problem and a previously solved problem usually is 
only partial. This presents a difficulty when producing a 
causal explanation. Some feature of the previously-solved 
problem that was used as evidence in the causal explana- 
tion may be absent from the new problem. Similarly, the 
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new problem may exhibit features that are absent from the 
previously-solved problem and which must be explained. 
This requires that the program have a set of principles for 
reasoning about dependencies between pieces of evidence 
and the states that they support in the causal explana- 
tion, and about the relationships (such as equivalence or 
incompatibility) between different pieces of evidence. The 
program can then determine whether a new problem with 
a somewhat different set of features can still be explained 
by a previous causal explanation. I have developed and im- 
plemented such a set of principles in a new system, CASEY. 

The causal model and causal 
explanation 

CASEY integrates case-based and causal reasoning tech- 
niques with a model-based expert system for managing 
patients with cardiac disease, the Heart Failure program 
[Long et al., 198’71. The building blocks of the Heart Failure 
model are measures, measure values, and states. Measures 
correspond to observable features, such as heart rate, or 
laboratory results. Measure values are the input values 
of the measures, for example, “68” for the patient’s heart 
rate, and are entered by the user. The combination of a 
measure and a measure value is referred to as a finding. 
States can represent three types of information: specific 
qualitative assessments of physiological parameters, for ex- 
ample HIGH LEFT ATRIAL PRESSURE; the presence ofdis- 
eases (“diagnosis” states), for example PERICARDITIS; and 
therapies given to the patient, for example NITROGLYC- 
ERIN. The model recognizes two kinds of relationships. It 
can indicate that one state causes another with a given 
probability. It can also indicate that a state is associated 
with a particular finding with a given probability. 

The Heart Failure program produces a causal explana- 
tion, represented as a graph, consisting of a set of mea- 
sures, states, and directed links. The causal explanation 
describes the relationship between findings and the states 
in the model which cause them. A link between two states, 
or a state and a measure, indicates that one causes the 
other. Only abnormal findings are explained, but the pro- 
gram may not be able to explain all the abnormal findings. 
The causal explanation is derived through a complicated 
process which involves causal, probabilistic, and heuristic 
reasoning. 

A graphical representation of the Heart Failure pro- 
gram’s causal explanation for a patient, David, is shown 
in Figure 1. David was diagnosed as having aortic stenosis 
and unstable angina. The causal explanation illustrates 
how his symptoms (unstable angina1 chest pain, evidence 
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Figure 1: Causal explanation produced by the Heart Failure program for David. 

of LV strain on EKG, a heart murmur, and dyspnea on 
exertion) are caused by these diseases. David also has a 
high arterial pressure, but it is not explained. 

3 

CASEY contains a self-organizing memory system [Kolod- 
ner, 1983a] for storing previously-seen problems (called 
cases). The memory contains descriptions of patients the 
program has seen and generalizations derived from sim- 
ilarities between the patients. The patient description is 
comprised of features. These include both input data, such 
as symptoms, test results, and medical history, and solu- 
tion data, such as the causal explanation for the patient’s 
symptoms, therapy recommendations and outcome infor- 
mation. A typical patient description presented to CASEY 
contains about 40 input features. For example, Table 1 
shows a fragment of the patient description for Newman, 
a new patient presented to the system. 

CASEY produces the same causal explanation for a new 
patient as the Heart Failure program, but does so differ- 
ently, using a five-step process. 
Retrievak. CASEY finds a case similar to the new patient 
in its case memory. 
Justification. CASEY evaluates the significance of any dif- 
ferences between the new case and the retrieved case us- 
ing information in the Heart Failure model. If significant 
differences are found, the match is invalidated. If all dif- 
ferences between the new case and the retrieved case are 
judged insignificant or if the solution can be repaired to 
account for them, the match is said to be justified. 
Adaptation. If none of the differences invalidate the match, 
CASEY adapts the retrieved solution to fit the new case. If 
all matches are ruled out, or if no similar previous case is 
found, CASEY uses the Heart Failure program to produce 
a solution for the case de novo. 
Storage. The new case and its solution are stored in 
CASEY’S memory for use in future problem solving. The 
user has the option of rejecting CASEY’S solution, in which 
case Heart Failure program is used to produce a causal ex- 
planation, which is then stored in memory. 
Feature evaluation. Those features that were causally im- 
portant in the solution of this problem are noted in the 
memory. 
This paper focuses on evaluating and adapting a retrieved 
solution. 

David’s case is retrieved as a precedent for the new pa- 
tient Newman.l The cases of David and Newman have 
many similarities.They also have some differences, which 
are shown in Table 2. CASEY must decide if these dif- 
ferences are serious enough to rule out the match. CASEY 
analyzes the significance of differences between patients us- 
ing information about the cardiovascular system contained 
in the Heart Failure program’s model. In this example, the 
first four differences are insignificant. The remaining dif- 
ferences are important but the precedent solution can be 
adapted to explain them. This will be shown in section 4. 

4 les for reasoning a 
evidence 

Most new cases will not exactly match any previous case in 
the memory. To allow partial matches, differences between 
cases must be evaluated. Two cases might have many simi- 
lar features yet have one critical difference that invalidates 
the match. Alternatively, many differences may not af- 
fect the validity of a match. The difference may have no 
relation to the solution of the case (the patient’s name, 
for example) or the difference may be explainable. The 
module in CASEY that performs this evaluation is called 
the justifier because it must justify using a retrieved case 
as a precedent for the new case. The justifier relies on 
a set of principles for reasoning about evidence, termed 
evidence principles, that are presented below. There are 
two basic types of differences that must be evaluated: (1) 
evidence that supported a state in the previous case’s ex- 
planation might be missing in the new case, and (2) the 
new case might contain additional symptoms that must be 
accounted for. These differences are handled by the first 
five evidence principles, which attempt to show that the 
difference in question is insignificant or repairable. The 
last three evidence principles handle features which have 
special values that are easy to reason about. 

1. Rule out. A state is ruled out from the transferred 
solution if there is some feature in the new case which 
is incompatible with that state. This is detected when 
the feature has zero probability for some state in the 

‘CASEY will often retrieve more than one case that matches 
the new case. CASEY’s method of choosing among retrieved 
cases is described in [Koton, 19881. 
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6. 

(defpatient "Newmanl' 
HISTORY VITAL-SIGNS 
(age . 85) (blood-pressure 138 80) 
(sex male) (heart-rate . SO> 
(dyspnea on-exertion) (arrhythmia-monitoring normal) 
(orthopnea absent) (resp . 20) 
(chest-pain anginal) (temp . 98.4) 
(angina1 within-hours unstable) PHYSICAL-EXAM 
(syncope/near-syncope on-exertion) (abdomen normal-exam) 
(cough absent) (pulse slow-rise) 
LABORATORY-FINDINGS (extremities normal-exam) 
(ekg lvh normal-sinus) 
(cxr calcification) 
(calcification mitral aortic-valve)) 

Table 1: Patient description for Newman 

Feature name Value for David Value for Newman 

we 72 65 
pulse-rate 96 90 
temperature 98.7 98.4 
orthostatic-change absent unknown 
angina unstable within-hours & unstable 
mean-arterial-pressure 107 99.3 
syncope none on exertion 
auscultation murmur of AS unknown 
pulse normal slow-rise 

ekg normal sinus & Iv strain normal sinus & lvh 
calcification none mitral & aortic 

Table 2: Differences between patients David and Newman. 

a feature in one of the cases and it is known to be 

8. 

absent in the other case, then assume that it is also 
absent in the former case. 

Same qualitative region. CASEY evaluates differences 
between features with numerical values by translat- 
ing them into qualitative value regions. For exam- 
ple, a blood pressure of 180/100 becomes “high blood 
pressure.” Features whose values fall into the same 
qualitative region are judged not to be significantly 
different. The regions are determined using range in- 
formation for the corresponding measure in the Heart 
Failure model. 

CASEY can reject a match on either of two grounds: 
a significant difference could not be explained, or all the 
diagnosis states in the retrieved solution were ruled out. 
If all differences between the new case and the retrieved 
case are insignificant or repairable, then the transfer of 
solutions from the precedent to the current case proceeds. 

Some of the inferences about the differences between pa- 
tients David and Newman that CASEY makes are: 

o Both patients’ heart-rates are in the same qualitative 
region (moderately high heart rate) so the difference 
is considered insignificant. 

e David’s mean arterial pressure is high, but Newman’s 
is not. However, this feature was not accounted for 
by the causal explanation, so it is judged insignificant 
by the rule unrelated oldcase feature. Newman’s mean 
arterial pressure is normal, so it does not have to be 
explained. 
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Orthostatic change is absent in David, but not speci- 
fied for Newman, so the rule no information concludes 
that it is also absent in Newman. 

Newman’s finding of angina within hours is additional 
evidence for the state UNSTABLE ANGINA. His finding 
of syncope on exertion is additional evidence for the 
State LIMITED CARDIAC OUTPUT. 

Murmur of AS, which is absent in Newman, is evi- 
denceforthestate FIXED HIGH OUTFLOW RESISTANCE 
in the precedent solution, but this state has other ev- 
idence supporting it in the new case. 

LV strain on David’s EKG is evidence for the state LV 
HYPERTROPHY. Newman’s EKG shows LVH, which is 
evidence for the same state. 

Newman’s finding of aortic calcification is evidence for 
only one state AORTIC VALVE DISEASE, so this state is 
added to the causal explanation, and similar reasoning 
applies to the symptom of mitral valve calcification. 

the differences between David and Newman are in- 
significant or repairable, so the match is justified. 

5 Adapting the solution 
CASEY uses repair strategies to adapt a previous solution 
to a new case. Associated with each type of repairable 
difference detected by the evidence principles is an expla- 
nation repair strategy which modifies the precedent causal 
explanation to fit the new case. Repair strategies modify 
the transferred causal explanation by adding or removing 
nodes and links. CASEY makes seven types of repairs: 

Remove state. This strategy can be invoked in two 
circumstances: either the state is known to be false, 
or all of the evidence that previously supported the 
state has been removed (the removed evidence could 
be either features missing in the new patient, or states 
ruled out during justification). In the first case, this 
strategy is invoked by the rule out evidence principle. 
In the second case, when all the evidence for a state is 
missing in the new case, or if the only cause of a state 
has been removed from the transferred causal explana- 
tion, CASEY removes that state from the explanation. 
CASEY also determines whether states caused by this 
state must now be removed. 

Remove evidence. This repair strategy is invoked by 
the principles other evidence and unrelated oldcase 
feature. When a piece of evidence that was used in 
the retrieved case is absent in the new case, this re- 
moves the feature and any links to it. 

Add evidence. This repair strategy is invoked by the 
principles other evidence and supports existing state. 
It adds a piece of evidence to the causal explanation, 
and links it to those states for which it is evidence. 

Substitute evidence is invoked by the same qualitative 
due principle. When two numerical values have the 
same qualitative value, this repair strategy replaces 
the old value with the new value as evidence for some 
state. 

Add state. The only time CASEY adds a state to the 
causal explanation is when the feature it is attempt- 
ing to explain has only one cause. This repair strat- 
egy is invoked by the principle supports existing state, 
because the fact that a feature has only one cause is 
discovered while CASEY is searching for existing states 
that cause this feature. When the evidence has only 
one possible cause, that state is added to the causal 
explanation. CASEY then tries to link it to existing 
states and features in the causal explanation (using 
add link). 

Add link is invoked by the add state repair strategy, 
and is used to add a causal link between two states. 

Add measure is invoked by unrelated newcase feature. 
This adds an abnormal feature which CASEY cannot 
link to the causal explanation. 

Some of the repair strategies invoked by the justifier in 
order to adapt the explanation transferred from David to 
fit the data for Newman are: 

(substitute-evidence hr:90 hr:90) 
(remove-evidence mean-arterial-pressure:i07) 
(add-evidence within-hours unstable-angina) 
(add-evidence syncope-on-exertion 

limited-cardiac-output) 
(remove-evidence murmur-of-as) 
(remove-evidence Iv-strain) 
(add-evidence lvh Iv-hypertrophy) 
(add-state aortic-valve-disease) 
(add-evidence aortic-calcification 

aortic-valve-disease) 
(add-state mitral-valve-disease) 
(add-evidence mitral-calcification 

mitral-valve-disease) 

CASEY'S causal explanation for Newman is identical to 
the solution produced by the Heart Failure program. How- 
ever, CASEY examined 674 states in the model to obtain 
this solution, while the Heart Failure program examined 
approximately 76,000 states. 

CASEY'S performance was evaluated on two counts: efi- 
ciency, and quality of the solution. The program was tested 
on a set of 45 patients with symptoms of heart failure cov- 
ering about 15 different diseases. 

The quality of CASEY'S solution was evaluated by com- 
paring its explanation to the Heart Failure program’s ex- 
planation for the same patient. A solution was considered 
successfilif it was identical to the Heart Failure program’s 
solution. A solution was considered satisfactory if it was 
identical to the Heart Failure program’s solution except for 
the features which CASEY could not explain. In these lat- 
ter cases, CASEY had already performed most of the task 
of deriving the causal explanation, and the Heart Failure 
program could be used to incrementally account for the 
remaining features. CASEY produced a solution that was 
either successful or satisfactory for 86% of the test cases for 
which there was a similar case in its memory. CASEY pro- 
duced a solution identical to the Heart Failure program’s 
solution in 14 out of the 45 test cases. It produced a sat- 
isfactory explanation for an additional 18 test cases. It 
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gave up on six of the test cases, and produced an incorrect 
causal explanation for seven test cases. An examination 
of the test cases for which CASEY failed to reproduce even 
part of the Heart failure program’s solution revealed that 
each one of these cases had a causal explanation that was 
completely different from any other patient in the mem- 
ory. Even on these cases, CASEY could often produce part 
of the causal explanation, but could not account for the 
combination of features seen in the patient. 

CASEY’S efficiency was evaluated by comparing the num- 
ber of states (of the Heart Failure program) it examined to 
the number states examined when the Heart Failure pro- 
gram solved the same problem. CASEY always examined 
fewer states than the Heart Failure program by at least 
an order of magnitude, and often by two or three orders 
of magnitude. Cases that required relatively more effort 
by CASEY to solve did not necessarily correspond to cases 
that the Heart Failure program required a lot of effort to 
solve. Problems that can be solved quickly by the Heart 
Failure program have features which are specific to only 
one (or a small number) of states. Problems that require 
a lot of effort for the Heart Failure program are those with 
many symptoms that are evidence for a large number of 
states, which generate a large number of possible explana- 
tions that must be evaluated. By contrast, a simple case 
for CASEY is one in which there are few differences between 
the precedent and the new case. A difficult case for CASEY 
is one in which many differences between the precedent 
and the new case must be analyzed. A consequence of this 
difference is that as the number of cases solved by CASEY 
increases, it requires less effort to solve subsequent cases 
because it is more likely to find a close match. The Heart 
Failure program, conversely, cannot increase its efficiency 
except by re-implementation. 

7 Discussion 

7,l Related work 
Retrieving, adapting, and storing cases are standard pro- 
cedures of a case-based reasoner. CASEY differs from pre- 
vious case-based reasoning systems because it incorporates 
reasoning from its causal model in each of these steps. 

Most case-based reasoning systems use a fixed and often 
a prioriranking that indicates which features of a new case 
are important for matching against cases in the memory 
(e.g., [Bain, 19861, [H ammond, 19861, [Simpson, 19851). 
It is not always possible to determine in advance which 
features are going to be important, and furthermore, the 

retrieved solution can be supported by the features of the 
new problem. 

Feature evaluation uses the causal explanation of the 
new case to determine its important features. These are 
then recorded as part of the case’s representation in mem- 
ory. Determining which features of the new problem were 
important to the solution helps the program make better 
matches in the future, because it allows the program to 
distinguish between extraneous and important features. 

7.2 Generalizing the results 
The evidence principles do not depend in any way on the 
specific domain information in the model. The evidence 
principles do depend on the form of the model, namely a 
causal inference network. In order to use the evidence prin- 
ciples, a model must provide the following information: 
S, a finite set of states. 
3, a finite set of features which can be evidence for the 
states in S. f E 3 is what up till now has been referred 
to as a feature-value pair. 
Cs (Sx3)u(SxS). Th e relation Cin the Heart Failure 
model is used to imply causality. In fact, it is not even nec- 
essary that the relation be causal. For CASEY’S evidence 
principles it is sufficient that (8, f) E C is associational and 
s temporally preceed f (similarly for (81, ~2) E C). 
The problem presented to CASEY is then: 
3+ s 3, some subset of the features which has been ob- 
served. 

The ability of the technique to produce a meaningful so- 
lution depends on selecting a good precedent case. Much 
research has been done in this area (for example [Kolodner, 
1983b], [S im p son, 19851, [Ashley and Rissland, 19871, [Kass 
et al., 19861). CASEY uses a novel matching algorithm 
specifically designed for reasoning about causal explana- 
tions. This algorithm gives extra importance to features 
that played a role in the causal explanation of previous 
similar cases [Koton, 19881. 

7.3 Limitations of the method 
CASEY’S current implementation has limitations. Some 
problems presented to the system have a large number 
of “reasonable” explanations. CASEY does not use all 
the quantitative information available in the Heart Failure 
model that would allow it to distinguish between statisti- 
tally more- and less-likely solutions. For certain applica- 
tions (e.g. geological interpretation [Simmons and Davis, 
1987]), any explanation for the input features is accept- 
able. In the Heart Failure domain, the users require the 

important features may vary from case to case. CASEY most likely explanation. CASEY’S justifier will soon be ex- 
therefore matches a new case against cases in its mem- 
ory using every feature in the patient description. Using 

tended to recognize when the solution it is creating is not 
the most likely one, in which case it can reject the match. 

knowledge of which features were important in determin- 
ing the causal explanation of previous cases, CASEY then 
determines the important features of the new case, and 
gives these features greater weight for matching. 

8 Conclusions 
CASEY integrates associational reasoning, model-based 
reasoning, and learning techniques in a program which 
is efficient, can learn from its experiences, and solves 
commonly-seen problems quickly, while maintaining the 
ability to reason using a detailed knowledge of the domain 
when necessary. Furthermore, the methods used by the 
system are domain-independent and should be generally 
applicable in other domains with models of a similar form. 

During justification, model-based reasoning is used to 
judge the significance of differences between the new and 
previous cases. Because the match between a new prob- 
lem and a previously solved problem usually is only partial, 
there may be differences between the two cases that pre- 
clude using even a modified version of a retrieved solution 
for a new problem. The justification step proves that a 
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