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Abstract

- A fundamental problem in knowledge representa-
tion is how to revise knowledge when new, con-
tradictory information is obtained. This paper
formulates some desirable principles of knowl-
edge revision, and investigates a new theory of
knowledge revision that realizes these principles.
This theory of revision can be explained at the
knowledge level, in purely model-theoretic terms.
A syntactic characterization of the proposed ap-
proach is also presented. We illustrate its ap-
plication through examples and compare it with
several other approaches.

1 Introduction

At the core of very many AT applications built in the past
decade is a knowledge base — a system that maintains
knowledge about the domain of interest. Knowledge bases
need to be revised when new information is obtained. In
many instances, this revision contradicts previous knowl-
edge, so some previous beliefs must be abandoned in order
to maintain consistency. As argued in [Ginsberg, 1986],
such situations arise in diverse areas such as diagnosis, de-
sign, database updates, planning, and natural language
understanding. In this paper, we investigate a new theory
of knowledge revision.

In [Levesque, 1984a], Levesque presents formal founda-
tions of a functional approach to knowledge representation,
where knowledge bases (KBs) are characterized in terms
of what they can be asked or told about some domain:

Tell: KBx L —+ KB
Ask : KB x L — {yes, no, unknown}

where £ is some language to talk about the domain. Since
Tell can be used to tell only information which is con-
sistent with the knowledge base, it is not the appropriate
operation for knowledge revision [Levesque, 1984a, page
182]. For this purpose, we add an additional operation:

Revise : KBx L — KB

Levesque argues that one should define the operations on
a KB at the knowledge level [Newell, 1981], independently
of the particular symbols/sentences used to build up the
KB. In this spirit, we define revision purely in terms of the
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models of the KB. We also give an equivalent symbol level
description by presenting a syntactic method for revising
knowledge bases.

‘We show the relation of our work to research in Philos-
ophy on the formal aspects of the logic of theory change
[Makinson, 1985] which has recently attracted attention in
the AI community. For any revision scheme, it is desirable
that it preserve as much as possible the beliefs held prior
to revision. We provide one possible formalization of the
notion of knowledge retained by a revision scheme. We also
briefly discuss some applications of revision.

2 Principles of Knowledge
Revision

For the purpose of this paper, we abstractly represent the
knowledge in a knowledge base by a finite set of formulae
in a propositional logic language L£; this set describes the
possible states of the world — its models. The revision is
presented as a formula in L.

Let 1 o u denote the revised knowledge obtained by re-
vising the old knowledge ¥ by the new information y, i.e.,
P o u = Revise(v, u). The problem of knowledge revision
is: given 9 and y, define 9 o .

In [Dalal, 1988] we motivate certain principles that
should be followed when characterizing the revised knowl-
edge 19 o p. These are:

1. Adequacy of Representation: The revised knowledge
should have the same representation as the old knowledge.
Especially in a functional view of knowledge bases, this is
essential since the same operations need to be performed
on both. By defining the range of Revise as KB, 9o is
implicitly required to satisfy this principle.

2. Irrelevance of Syntax: The revised knowledge base
should not depend on the syniaz (or representation) of
either the old knowledge or the new information. Thus,
if 9 is logically equivalent to (=) 9’ and u =~ p', then
PYop ~ 9P op'. This is essential in order to provide a
model-theoretic semantics of the revision process. In view
of this, we omit the distinction between a set of formulae
(with an implicit conjunction) and a single formula, since
one can be expressed in terms of the other such that the
two are logically equivalent.

3. Maintenance of Consistency: If ¥ and u are both con-
sistent, than so is 1 o u. If not for this, Revise and Tell
could be identical.

4. Primacy of New Information: The revised knowledge
of the system should conform lo the new information.
Thus, ¥ o u |= p. This implies a complete reliance on
the truth of the new information.
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5. Persistence of Prior Knowledge: As much old knowl-
edge a,s possible should be retained in the revised knowledge.
Thus ¥ Yo should be obtained b 0y Some form of minimal
change in 1. Note that there may be multiple notions
of “minimality”, but that if ¥ U {u} is consistent then
YoursPU .

6. Fairness: If there are many candidates for the re-
vised KB that satisfy the above princz'ples then one of them
should not be arouraruy chosen. Arbitrariness is ut:a.ny
undesirable; yet we wish to avoid non-reproducibility
(hence non-determinism), and by the specification of Re-
vise, we can rely only on the contents of the KB to choose.
One possible solution is to define the revised KB as the

“intersection” of all these candidates. Note that this in-
volves compromising the principle of persistence of prior

knn“'r]nr‘gn n-n'xr to the extent of rnﬂnrh*nﬂ this am]'“a‘nfv

Note that we do not claim that the above pnnc1p1es are
the best for every application. We only make explicit cer-
 mmimalad o b ahnmnataniea dha ind

tain puuupu:b to characterize the intuit
edge base revision.

Sxrer mmddam o f len Al

YO IiOL1UL U1l RV wi-

3 Semantics of Revision
Let A be the set of atoms of the underlying language L.

An interpretation A is a truth assignment to the atoms
in A. An interpretation A is a model of a formula ¥ if ¢
evaluates to true in A. A is a model of a set of formulae
if it is a model of every formula in the set. Let mod(¥)
denote the set of all models of 3, where ¥ could be a single
formula or a set of formulae.

Consider the knowledge base Revise(y, ). The possible
states of the world consistent with v¢ are the models of
¥, ie., mod('qb) If p is inconsistent with ¥, p does not
hoid in any of them. We can make changes in the models
of 9 such that g holds in (some or all of) these changed
interpretations. What type of changes can we make? How
do we quantify these changes so that we can formalize the
notion of minimal change? We answer these questions in
this section.

Consider changes first. The smallest change in an inter-
pretation is a change in the truth value of a single atom.
Smce we do not w1sh to be biased in favor of any single
atom, all changes in truth values of all possible single atoms

. . . . .
will he our smallest unit of chance in an internretation
Wiii D€ OUr smauest unit oI caange In an inierpreiaticn.

Definition: If w is an interpretation over a set of atoms
A, then define
g(w) =

{w' | w' and w differ in the truth-value
of at most one atom in A}

Note that w € g(w). We can extend the definition of g
to sets and formuliae:
Definition: If A is a set of interpretations, define

If 2 is a formula

P 1s a8 iermuia

ner
in terms of its models as?!

INgte that whila » is o function internra
Note that while g is a function on interpre

function on a formula or a set of formulae.
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Note that 9 = G(¥) and that G(¥) is consistent iff ¥
is consistent. g can be read as a generalization operator
which takes a sct of interoretati nd alizes the
which takes a set of interpretations and generalizes them
to a larger set. G is also a generalization operator which
can be thought of as taking a formula. or a set of formulae
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Now we have a way to systematically characterize
changes in models We also have a quantita.tive measure
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iff i < j. The definition of ¢ (.A) is the obvious one: (1) A
ifi=0,(2) g "l(g(A)) otherwise. If ¥ is inconsistent with
4, we change the models of ¥ by applying the operator g.
If we obtain at least one interpretation that makes y true
then we are done: we can define P op to be G(y)U {y.}

If not, we apply g again and keep on this way.
T.et k be the least value of 7 for which i holde in some

interpretation in the set g*(mod(¥)). It is clear that this
is also the least value of i for which the set of formulae

r"n’.l.\ 11541 15 somnsistent
&P (y) U 4 15 consisient.

Definition: Ypopu = G*(p)U {;1,}, where k is the least
value of ¢ for which G‘(¢) U {u} is consistent.

At first sight it might appear that we are doing an
overkill by generalizing ¥ with respect to all the ground
atoms in it, since the cause of inconsistency might be lo-
cated in only a few of them. In [Dalal, 1988] we show that
revised knowledge is the same (modulo logical equivalence)
even if 9 is generallzed with respect to only the conﬂlctmg
atoms. Thus, if it is easier to find the set of conflicting
atoms, then it would be advantageous to generalize 7) with
respect to the conflicting atoms only.

Example: Let ¥ = {a, b} and p = b. Then mod(¥) =
{{a}}? and mod(u) = {{ b}, {b }} Since ¥ U {u} is in-
consistent, we generalize

Since G(‘i/}) is consistent with g, 5 = 1. Thus
Revise(y,p) is G(¥) U {u }, whose only model is {a,b}.
Since we are not interested in exact syntactlc representa—

tion of a formula, ¥ o i can be expressed as any set of
formulae, whose only model is {a, b}.

4 Syntactic Characterization of
Revision

We present a technique to compute G(¥) by syntactic
transformation of ¢, without using models of 9 or invoking
any model-theoretic constructions. Since Yoy is defined in
terms of G we would effectively have a syntactic transfor-
mation technique to compute ¥ ou. For the purpose of this
section, we represent a set of formulae by a conjunction of
all the formulae in the set. We use the following lemma
and definition from {Weber, 1987]:

Lemma: Let ¥ be a formula and @ be an atom. There
exists formulae % and 93 such that (1) 9% and 93 do
not contain @, and (2) ¥ ~ (@ A¥E)V (~aAyy).

We replace earh ain ¥ by true (nr false) to obtain ¥t

- v T o Ta
(or ¥z ) The resulting express1ons can be simplified by
evaluating subexpressions consisting of false’s or true’s,

until all of thece constants are eliminated.

2YWa o it tha cot ~Af abtoman da Afah) ) el wrn rormmacan
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an interpretation by the set of atoms which are assigned true.



Definition: Let ¥, a,
resa(¥) = ¥Yq V¥q
is called the resolvent of ¥ with respect to a.
mL . 8. T ot o ba o formula and
.l.llCUl.clll . ucll W ve 4 IoTmuia anGg 1“1,

set of atoms occurring in 9, then
G(¥) = resa, (P) V...V resq, (¥)

Thus we have a method to compute G(¢) given any for-
mula 1. This method can be used to compute the revised
knowledge 9 o u following the definition in the last section.
A caveat in this characterization is that it requires checks
of logical consistency in order to establish the minimum k
for which G*(¢)) needs to be computed. This problem is

in general NP-Comnlete for nropositional ]nnln One such
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check is required for every step of genera.hzatlon.
Exa.mple(continued) Consider the example of the last

ction T is convenient to express Y as a A —b. ¥ and ©
section. it is convenienst o exXpress ¢ Y and u

conflict in the truth-value of the atom b. Thus, we need to
resolve ¥ with only &:

(¥)f = false W)y = «a

resp(¥) = (D) V(¥)y = e
Thus, Yopu = G)U{u} = aAd

T and 97 be as above; then
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Let o be any revision scheme. The revised knowledge Yo
is expected to represent the composition of the old knowl-
edge ¥ and the new information g. In this section we will
formalize the notion of how much knowledge represented
by 7 and u is retained in % o .

Deﬁmtmn. For formulae P and p and a revision scheme
o , if there exist formulae oy, o, and oy, such that ¥ =

ook, and
Ty b = Cu, &80C

vou Gy ANou AGyopu
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LILTIL U 1D vsa-nivv CUYT TCLWeEncw U U, " D NEW-RTITWeEh C
retained by o, and oy, is ezira-knowledge added by o.

Theorem: If o is a revision scheme then for every ¥ and
i the following statements are equivalent:

1. b Aul=2ouand Pboulu

¥ ApFEYopant You = i

2. there exists oy such that ¥ = oy and Yoy ~ oy Apu.

k4 T T T L'd r

Since Principles 4 and 5 (section 2) entail condition
1, this theorem demonstrates that any acceptable revi-
sion scheme retains complete new-knowledge and adds no
extra-knowledge. Such schemes differ only in the amount
of old-knowledge retained. A scheme that retains maxi-
mum old-knowledge is more desirable.

Definition; Let o and o/ be any two revision schemes that

retain complete new knowledge and add no extra knowl-

edge o is said to retain at least as much knowledge as o,
1_3_, of <o ff'gg all m/y and I there exists o and o', en(-'h

0 and there exisis oy and o, such

that
VIEoy; Yoy
Youm oy Ap;pop ~ ayAp
and oy |= oy o is said to retain more knowledge than o
iff o' <o and o £ o'.

3Unless otherwise mentioned, proofs appear in [Dalal, 1988].

The following theorem gives a more direct way to de-
termine whether one revision scheme retains more old-
knowledge than the other.

Theorem: o retains more old-knowledge than of iff for

every ¥ and g, Pop &= ¢ o u, while for some 7 and g,
Vo uEpop

N [ |

rk and Applications
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6 Related Wo

6.1 A Logic of Theory Change

[Makinson, 1985] provides an excellent survey on the work
by Gardenfors, Alchourrén and Makinson (GAM) on the
formal aspects of a logic of theory change. A theory is de-
fined as a set of propositions (formulae) closed under log-
ical consequence, i.e., A is a theory iff Cn(4) = A, where

C'n is a conseguence npprnhn‘n Three npnrnhnne are de-

a consequence operation. Three operations are de-
fined on a set of propositions A — ezpansion, where a new
proposition z is set-theoretically added to A4; contraction

1 & WIllCIl is in the tneory

on (A 'v\ whnrn a Drono-

n \_- , wiere PICPC

("‘n(A\ is 'rp'lprhar] and rewis

ny £, 18 Igjecied ana

sition & inconsistent with th theory Cn(A) is added to
it under the requirement that the revised theory be con-

sistent

Thic oneration of revision is verv similar t5 the
siswvens. G wace

This operation of revision is very similar ¢
notion of revision introduced in this paper.

Gardenfors developed some general postulates that seem
desirable for contraction and revision. His postulates for
revision can be expressed as:

—

Gi
(G2) = ;
(G3) If-n:: é Cn(A) then A + z =Cn(AU{z});
(G4) If ~z ¢ C'n(¢) then A + z is consistent;

(Gs) If Cn(z) = Cn(y) then 4 te=Aty

(G8) A + (z Ay) C Cn((A + =) U {y}) for any theory 4;
(7N Ol A 2 =Y 1) Ja1) {oe A ) for omw dhaooo A
\\J l, \J'll\\ﬂ T ﬂ’ L) 13!} \ﬂ AY y’ 1Vl ail LiIICUL ﬂ,

of proposmons A) Atz= Cn((A ) U {a:})
How does our approach compare with that of GAM?

A sunenfiacinl diffaransa hatweoan tha al oL AN
P2y BMHLLJL\.AGI QILIICICIICT OCiween wnc nppj.uauu Ol AL

and the one presented here is that theirs is defined in terms
of the set of formulas expressing the KB If the KB is

alearm hacramram 0 Lo 4o 1220 PP, cam e

UQ]\CII LAUWCVYCL IIU (o149 b.llU IUBILGI LlUbu[C U‘. Iullt:bc lu[Illuldb \ds
suggested by a knowledge-level approach) this difference
disappears. In fact, in the expanded version of this paper
we characterize the revision schemes + satisfying G1-G7
On the other hanr‘ the GAM

in model-theoretic terms.

approach is more general since it applies to any logic for
which a notion of logical closure Cn is defined, while ours

currentlv annlies to onlv standard nrnnnmhnnn] lorie
currently appiies to only standard proposiiionai logic.

We do however have
Theorem: The revision scheme o satisfies the Gardenfors
puauulatca G}.-G"l7

It is obvious that o satisfies axioms G1-G5, and simple
model-theoretic arguments establish conditions G6-GT74.

“There is also a proof involving the notion of »partial meet
function” introduced in [Alchourron et al., 1985].
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There are of course many other revision schemes that sat-
isfy these conditions, including defining A + 2 to be just
Cn(z) whenéver -2 € Cn(A); and Cn(AU{2}) otherwise.
Our scheme is more conservative than at least some of
those satisfying G1-GT: it preserves more old-knowledge
than the previous admittedly trivial revision, as will be
shown in the example of section 6.4.

Secondly, not all revision schemes satisfying axioms G1-
G7 satisfy our postulate of fairness: One form of fair-

ness would be to require that the result of + not depend
on the accidents of naming propositions; i.e., if f is an
isomorphism on A, then we would expect f(A + z) =

f(A) + f(z). Even some of the revisions considered in
[Makinson, 1985] are unfair in this sense: they pick ar-
bitrary maximally consistent subsets of A which do not
contain x.

Finally, GAM do not suggest any algorithm to imple-
ment their constructions, although they do have a the-
orem characterizing the acceptable revisions in terms of
maximally consistent subsets of A which do not entail x.
Such a definition would seem to be much more difficult to
implement than that presented in Section 4; but then o
requires tests of consistency, so we cannot make any great
claims to efficiency.

Observe also that the definition of o shows that, contrary
to the intuitions voiced in [Makinson, 1985}, contraction is
not necessarily more primitive/basic than revision: defin-
ing o does not involve contraction®.

6.2 Counterfactuals

A counterfactual is a statement like “if p, then ¢”, where
the premise p is either known or expected to be false. It is
represented as p > g and is defined to be t7ue in a world® iff
g is true in every most similar (possible) worldin which the
premise p holds. In an excellent paper [Ginsberg, 1986],
Ginsberg presents a formal description of counterfactual
implication and discusses the issues involved in implement-
ing it.

In our framework, p > q in a world 9 is defined to be
true iff “gpop |= ¢". There is only one most similar possible
world — ¥ o p.

Given a world F, [Ginsberg, 1986] defines a partial order
among the subsets of F based on set inclusion. The set of
possible worlds for p in F is defined to be:

W(p,F) = {TCF|T}W-p-B(T)and

VU, TCUCF=U/-por B(U)}

The predicate B is called the badworld predicate. Its
purpose is to rule out certain worlds, say, which are com-
pletely meaningless. p > ¢ is defined to be true in a world
F iff for every T € W(p, F), TU {p} = q.

Because of certain examples involving counterfactual
statements, Ginsberg opts for a definition of p > g which
depends on the syntactic form of p and q. As such, his def-
inition clearly differs from our semantic definition. In the
full version of this paper, we plan to show the relationship

EG*(y) is notyp — p !

SA world is a set of propositions, which are not necessarily
atomic.
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of Ginsberg’s definition to the work of AGM, and hence
further relate it to our own definition of o.

6.3 Diagnosis from First Principles

Assume one is first given a description of some system (say,
a physical device) and then an observation of the system’s
behavior. If the two are inconsistent then one is confronted
with a diagnostic problem, namely, to determine those sys-
tem components whose abnormal behavior can account for
this discrepancy.

Suppose 9 is the system’s description, where there are
propositions asserting the normality of all components; and
suppose g is an observation that is inconsistent with ¢. By
protecting all but the normality propositions, it is possible
to view 9 o i as representing the revised description of the
system?. This revised description will implicitly contain
information about all abnormal components — the ones for
which normality propositions do not hold.

In [Reiter, 1987], Reiter proposes a theory of diagnosis
from first principles (references to other work on diagno-
sis can be found in Reiter’s paper) which starts form the
same initial ¢ and p. He then suggests an algorithm which
produces the set of abnormal components explicitly. Space
limitations only permit us to state that our scheme would
find only those diagnoses which involve the least number of
abnormal components: thus if one diagnosis blamed com-
ponent b, and the other components ¢,d and e, then using
o only the former would be reported, while [Reiter, 1987]
would report both.

6.4 Updates in Logical Databases

A database can be considered as a set of formulae which
models our knowledge about the real world. One can add
new information to the database and query it about its
current knowledge. Given new information, the update
problem is to define and compute the revised state of the
database. Notable approaches to solving this problem have
been suggested by Fagin, Ullman and Vardi [Fagin et al.,
1983], Borgida [Borgida, 1985], Winslett [Winslett, 1986]
and Weber [Weber, 1987]. We suggest that the update
should be considered as the revision operator o.

Example: Let ¥ = {aAb} and g = —aV-b. Since pu{p}
is inconsistent, we generalize 9 with respect to both a and

b.
G(Y) = ress(y) Vresy(¥p) = aVd

Since G(¥) is consistent with p, we are done: the revised
knowledgeis G(¥)U{u} ~ {(aA-b)V(-aAb)}. Given the
model-theoretic nature of our revision mechanism, the re-
sult of the update will be the same whether the knowledge
base is presented as above, or as {a, b} or even {a,b,aAb}.

In contrast, all four of [Fagin et al., 1983], [Winslett,
1986], [Ginsberg, 1986] and [Weber, 1987] obtain {—aV b}
as the revised database. They are thus less “conservative”,
losing all the knowledge in the hypotheses set 9. Moreover,
[Ginsberg, 1986] and [Fagin et al., 1983] would report a dif-
ferent answer (the one produced by our mechanism) if the
database was presented as {a,b}, but not as {a Ab} ! Tt
seems counter-intuitive that updates should produce differ-
ent results even in such relatively minor variations in the

TA protected formula must hold even after the revision. It
is like an integrity constraint in a database.



syntax of the database — even the limited logic of explicit
beliefs in [Levesque, 1984b] considers these formulations
equivalent!

In a more complete version of this paper, we relate the
other update schemes to the Gérdenfors postulates. In
[Dalal, 1988] we show that o preserves more old knowledge

than tham

viidli AT,

7 Conclusions

The major contribution of this paper is a semantic def-
inition of revision in propositional knowledge bases, pro-
viding a new point in the specirum of approaches to this
old-standing problem. This definition is founded on a num-
ber of a priori principles (especially minimality of change
anu Ia.lrneSS) a-n(l IS a.xso glven a synuu:uc Cﬂafa(.bei’liﬂl:loll.
The application of the approach in several domains is also
discussed. The notion of old-knowledge retained is formal-
ized, and ihe approach defined in this paper is shown to
retain more old-knowledge then some previous proposals.

In addition to the results mentioned earlier, we also pro-
pose to investigate the extension of this work in several
directions:

- Establish further criteria for fairness and preservation
of ld knowledge, and evaluate all the proposals against
1-

- Extend the language of revisions to first order logic
and epistemic languages like Levesque’s FOPC.

- Extend the notion of KB to allow differential treat-
ment of certain atoms, or even formulas (e.g., integrity
constraints in a data base), so that some beliefs are more
easily given up.
fairness
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