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Abstract ’ 

This paper presents a process model of plan inference 
for use in natural language consultation systems. It 
includes a strategy that can both defer unwarranted 
decisions about the relationship of a new action to 
the user’s overall plan and sanction rational default 
inferences. The paper describes an implementation 
of this strategy using the Dempster-Shafer theory of 
evidential reasoning. Our process model overcomes 
a limitation of previous plan recognition systems and 
produces a richer model of the user’s plans and goals, 
yet one that can be explained and justified to the user 
when discrepancies arise between it and what the user 
is actually trying to accomplish. 

Introduction 
During task-oriented interactions with an expert con- 
sultation system, a user is engaged in seeking informa- 
tion in order to construct a plan for accomplishing a 
task. A number of researchers have demonstrated the 
importance of inferring the user’s partially constructed 
domain plan and tracking his focus of attention in the 
plan structure[l, 9, 12, 13, 14, 17, 211, and models of 
plan inference have been used to address problems in 
language understanding and response generation. Un- 
fortunately, current models of plan inference encounter 
difficulty when there are several possible explanations 
for an agent’s action. They cannot use a priori knowl- 
edge about the domain to make default choices among 
plans that might be inferred from an observed action, 
nor can they revise incorrect beliefs about an agent’s 
plan. For example, suppose an agent asks how late 
the Super-Saver Supermarket is open. Current sys- 
tems are unable to make the default inference that 
the agent intends to purchase groceries since there are 
other high-level actions, such as cashing a check, that 
might motivate his query. 

Analysis of naturally occurring dialogue suggests 
that human information-providers often make de- 
fault inferences about the plans and goals of the 

‘This material is based upon work supported by the Na- 
tional Science Foundation under Grant No. IRI-8909332. 
The Government has certain rights in this material. 

information-seeker, use the resulting beliefs to generate 
helpful responses, and can explain, rationally justify, 
and revise their beliefs when they are in error. If natu- 
ral language consultation systems act in the same man- 
ner, their responses will appear intelligent and natural 
to their human users. If they fail to make these infer- 
ences, they will often be forced to engage in lengthy 
clarification dialogues in order to ascertain with cer- 
tainty what the user is trying to do, and will therefore 
appear unintelligent, obtuse, and uncooperative. 

We have been investigating how the behavior exhib- 
ited by human information-providers can be captured 
in an intelligent natural language system. This paper 
presents a process model of plan recognition that is mo- 
tivated by an analysis of naturally occurring dialogues 
and by psychological studies of human inference. It 
includes a strategy for incrementally updating the sys- 
tem’s model of the user’s plan that can both defer un- 
warranted decisions about the relationship of a new ac- 
tion to the user’s overall plan and sanction rational de- 
fault inferences. The paper describes an implementa- 
tion of this strategy using the Dempster-Shafer theory 
of evidential reasoning. Our process model overcomes 
a limitation of previous models of plan recognition and 
produces a richer model of the user’s plans and goals, 
yet one that can be explained and justified to the user 
when discrepancies arise between it and what the user 
is actually trying to accomplish. 

Intended versus Keyhole Recognition 
Default inferencing plays a role in both intended and 
keyhole plan recognition. Intended recognition is the 
recognition of those goals and plans that an agent in- 
tends to convey and is essential in identifying the in- 
tended meaning of a speaker’s utterance[3]. Allen[l3] 
was the first to model intended recognition. When n 
mutually exclusive higher-level goals could be inferred 
from a given subgoal, he used a branching heuristic 
that reduced the ratings of the alternative inferred 
partial plans to l/n of the rating of the partial plan 
from which they were inferred; he justified this heuris- 
tic by arguing that the speaker would have realized 
that the hearer would have difficulty identifying which 
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inference he was intended to choose. In [l] and [20], We contend that an advisement system should model 
upward inference of higher-level goals was terminated the user’s plans and goals by following strategies that 
once a choice among several possible but mutually ex- 
clusive plans had to be made. We contend that if the 
speaker believes that the mutual domain knowledge 
suggests that one goal is substantially more likely than 
the other possible alternatives to be the motivation for 
his actions, he may intend the listener to recognize it 
by virtue of default inferencing. 

Keyhole recognition is the inference of an agent’s 
goals and plans by unobtrusively observing the agent, 
as if through a keyhole, and is useful in generating 
cooperative, helpful responses[3]. A natural language 
consultation system’s ability to provide useful advice 
will be directly related to how well it is able to rec- 
ognize what the user is trying to do. Since an action 
can generally play a role in many different plans, some 
of them a priori far more likely than others to be the 
motivation for the action, the system must be able to 
make appropriate default inferences if it is to develop a 
rich and tractable model of the user’s plans and goals. 

. Thus default inferencing is important in both intended 
and keyhole plan recognition. Although a number of 
researchers have studied default reasoning and devel- 
oped formal models of default inference[4, 15, 161, little 
attention has been given to incorporating default in- 
ferencing into incremental plan recognition in natural 
language advisement systems. 

not only produce a -rich set of beliefs about what 
the user is trying to do but also capture the kind of 
behavior exhibited by intelligent human information- 
providers. If the system does this, then when it finds 
that its model of the user’s plan is in error, it can ex- 
plain its reasoning to the user and the user is likely 
to accept as reasonable the system’s decisions and 
bases for making them. The user will come to ex- 
pect the system to make the kinds of inferences human 
information-providers generally make and a naturally 
appearing dialogue can ensue. Note that our intent is 
not to simulate a particular individual or group of in- 
dividuals, but rather to produce behavior that can be 
justified to a human observer and which the observer 
would regard as intelligent, rational, and natural. 

Motivation for Our Process Model 
Our objective is a plan inference framework that will 
produce a rich model of the user’s underlying task- 
related plan. What requirements should be placed on 
this model? We contend that rather than be the best 
model in the sense of being the model with the great- 
est mathematical probability of representing the user’s 
intended plan, the model should represent intelligent, 
rational decisions about the user’s intentions - deci- 
sions that can be explained and justified to the user 
when questions about them arise. Although various 
strategies could be devised for constructing a model 
with the highest probability of occurrence[2,7,8], these 
schemes require that the system perform a great deal of 
time-consuming and complicated computation. In ad- 
dition, even if the system’s model of the user’s plan 
is the one most Zikely to be correct, it can still be 
wrong. Analysis of naturally occurring dialogue indi- 
cates that although human information-providers oc- 
casionally make incorrect inferences during a dialogue, 
they can rationally justify them to the information- 
seeker when errors arise. Unfortunately, complex prob- 
ability computations are extremely difficult to explain 
and justify to a lay person. Yet if-an information sys- 
tern is to be viewed by users as intelligent and coop- 
erative, it must appear rational and must be able to 
explain its reasoning; otherwise its users will not have 
confidence in the system’s ability to. intelligently as- 
similate a dialogue and provide helpful advice. 

Research by psychologists has provided insight on 
prediction and inference by humans. In [18], it was 
found that humans tend to develop a hypothesis ex- 
plaining a planning agent’s actions, expand their be- 
liefs about the agent’s plan as much as possible with- 
out making unwarranted assumptions about subac- 
tions and parameter bindings, and then revise this 
hypothesis as necessary to accommodate new actions. 
In [6], it is argued that humans do not reason with 
large numbers of alternative scenarios and make infer- 
ences from these possibilities by complex combinations 
of uncertain information. Instead, the As-if model[6], 
proposed to explain human behavior in multi-stage in- 
ferencing, hypothesizes that humans gather additional 
information until their confidence in an intermediate 
conclusion exceeds a threshold, then adopt this con- 
clusion as certain evidence in the next stage of infer- 
encing. 

Our model of plan inference incorporates these as- 
pects of human inferencing. It develops a rational hy- 
pothesis about an agent’s plan by both sanctioning ap- 
propriate default inferences and deferring unwarranted 
decisions until further evidence is available. It reasons 
about the support that evidence about the user’s in- 
tended actions gives to alternative conclusions about 
his goals, has a confidence threshold at which a con- 
clusion is accepted and added to the system’s beliefs 
about the user’s plan, views actions that are repre- 
sentative parts of performing a higher-level action as 
confirming the latter’s presence in the system’s beliefs 
about the user’s plan, and revises the model when con- 
tradictions are detected. 

The Process Model 
System Overview 
Dynamic plan recognition requires that the user’s plan 
be built incrementally as the dialogue progresses. We 
use a tree structure called a context model[l] to rep- 
resent the system’s beliefs about the user’s plan as 
inferred from the preceding dialogue. Each node in 
the tree represents an action that the system believes 
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Figure 1: A sample context model 

the user wants to perform, along with a set of beliefs 
that have been ascribed to the user in inferring the 
action[l4]. The arcs connecting nodes are of two types: 
1) a direct arc from action Ai to Aj indicates that Ai 
plays a direct role in performing Aj - ie., Ai is part 
of an operator description for Aj in the system’s plan 
library, and 2) an indirect arc from Ai to Aj indicates 
that Ai is part of an expanded plan for Aj, but exactly 
what role it plays in that plan is as yet ambiguous - 
ie., there is more than one plausible way to expand the 
operator for Aj so that it includes Ai and a decision 
about which expansion represents the user’s intentions 
is unwarranted at the current time. In addition, di- 
rect arcs are divided into three classes, representing a 
generation[14], enablement, or subaction relationship 
between the actions they connect. Figure 1 illustrates 
a sample context model containing both direct and in- 
direct arcs. It indicates that earning credit in H210 (an 
Asian history course) is a subaction in Sue’s plan for 
satisfying the multicultural requirement for getting an 
undergraduate degree. In addition, it indicates that 
the system believes that Sue wants to take M370 as 
part of fulfilling a math major, but that there is in- 
sufficient evidence for deciding exactly how satisfying 
the requirements for a math major fits into her overall 
plan (ie., whether it is part of obtaining a BA, BS, or 
Liberal Studies degree). 

As each new utterance occurs, the context model 
must be adjusted and expanded to reflect an updated 
hypothesis about the information-seeker’s plans and 
goals. We use plan identification heuristics to hypoth- 
esize domain actions that might motivate the user’s 
new utterance and focusing heuristics to identify the 
most coherent relationship between a hypothesized ac- 
tion and the user’s current focus of attention in the 
context model. These are described in [l] and will not 
be repeated here. If there is only one expansion of the 
context model that captures the relationship identified 
by the focusing heuristics, that expansion becomes the 
updated context model. However, there may be more 
than one way to expand the context model to include 
the new action in the specified way. Dynamically com- 
puted preference rules are used to represent alternative 
inferences that might be made from given evidence and 
order them according to plausibility. The decision to 

sanction a default inference is based on the conclu- 
sion’s plausibility with respect to the plausibility of al- 
ternative competing conclusions, as estimated by their 
respective plausibility factors. 

Preference Rules 
Although our model of plan recognition does not rely 
on any particular representation scheme, we do need 
a means for representing how individual pieces of ev- 
idence lend support to alternative hypotheses about 
the user’s plans and goals and for reasoning about the 
combined support offered by several items of evidence. 
We are using the Dempster-Shafer theory[lO, 191 for 
this purpose. One advantage of the Dempster-Shafer 
theory over other approaches to evidential reasoning is 
that belief is distributed over subsets of the possible 
hypotheses, thereby allowing belief to be attributed to 
a hypothesis H without all remaining belief being at- 
tributed to IH. In addition, the result of combining 
evidence in the Dempster-Shafer theory models how 
the set of plausible hypotheses shrinks as additional 
evidence is evaluated and taken into consideration[lO] . 
These features are useful for incorporating default in- 
ferencing into incremental plan recognition. They will 
allow us to view several competing conclusions as to- 
tally plausible without completely ruling out other con- 
clusions and enable us to model how several pieces of 
information incrementally gleaned from an ongoing di- 
alogue tend to single out one conclusion as far more 
plausible than the other possibilities. 

In the Dempster-Shafer theory, the set of mutually 
exclusive alternative possible conclusions is called the 
frame of discernment 0. A basic probability assign- 
ment m represents the impact of given evidence on be- 
lief in the alternative conclusions by distributing prob- 
ability mass among the subsets of 0. Dempster’s rule 
of combination provides a method for combining ev- 
idence by computing a new basic probability assign- 
ment from the basic probability assignments associated 
with individual pieces of evidence. 

We are using Dempster-Shafer basic probability as- 
signments to represent the support that evidence about 
the user’s actions gives to alternative conclusions about 
his goals. The frame of discernment 0 is the set of mu- 
tually exclusive higher-level goal actions that might be 
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inferred as the reason that a user wants to perform the 
actions comprising the evidence E. We are assuming 
that an agent has only one immediate primary goal as 
his reason for wanting to perform the actions in E; thus 
the elements of 0 are mutually exclusive as motivation 
for the actions in E. Others is included as a subset of 
0 in order to make it exhaustive and to account for 
user misconceptions and novel plans. The semantics 
of an entry m(X) = k in a basic probability assign- 
ment is that evidence E commits a portion k of belief 
to the hypothesis that the user wants to perform some 
higher-level action in the set X; however, other entries 
may distribute extra portions of belief to subsets of X. 

We contend that default recognition of user goals 
should be based on a goal’s plausibility with respect to 
other competing goals. In order to do this, we need the 
notion of a default inference rule in which alternative 
possible conclusions are ordered by levels of plausibil- 
ity. We’capture this in preference rules2 which have 
the form IF < E > P-THEN < p-list > where 

<E> ::= actions comprising the evidence 
< p-list > :I= < p-pair >I< p-pair >< p-list > 
< p-pair > ::= < A, >< PFp(Ag) > 
< A, > ::= an element of 0 
< c&$7) > ::= plausibility factor for < A, > 

The preference rule P associated with evidence < E > 
is constructed from the basic probability assignment m 
associated with < E > by using its frame of discern- 
ment 0 and computing plausibility factors PF,(A,) 
as p~a~~ib~edb%l) = l-C(YCQ)“(Y”(As)=B) m(Y)* 
This last formula measures the- extent to which the 
inconclusive evidence accumulated thus far makes A, 
plausible by failing to refute it[19]. Thus the plausibil- 
ity factor for a goal action A, captures what Reiter[l6] 
calls the intuitive plausibility of a default. Figure 2 il- 
lustrates several basic probability assignments (bpa’s) 
and the preference rules compiled from them. ’ - ’ 

Sanctioning Default Inferences 
If the system believes that the user wants to perform a 
set of actions E and that there is more than one action 
A, whose performance would include all the actions in 
E, then the system must be able to decide whether one 
of these actions should be identified as the user’s goal. 
We contend that this decision should be based on the 
plausibility of a goal action with respect to the alter- 
native possible goal actions - namely, if one action 
is extremely plausible as the user’s goal and far more 
plausible than the other possibilities, then it should be 
recognized as part of the user’s plan. We are modeling 
this decision-making by maintaining a threshold pluu- 
sibility level cpl and a threshold diflerence level cd, and 
sanctioning inference of a goal action A, by default 
from the actions comprising the evidence E if A, is the 
most plausible goal that might motivate the actions in 

2The initial work on preference rules was done with 
Kathy Cebulka. 

E, Ag’s plausibility factor exceeds the threshold plau- 
sibility level cpl, and no other action suggested by the 
evidence E has a plausibility factor within the thresh- 
old difference level cd of A,. If A, can be inferred from 
E, either with certainty or by default, then we say that 
Infer(E) = A,. More formally, if P is the preference 
rule associated with evidence E, then 

Infer(E) = 
A, if A, is the only action whose associated 

opeiator contains the actions in E A 
A, if (A, E q-J A (Pq.@g) > $l) 

A[+& s.t. (PFp(Ak) > PF,(A,) 

0 
“PF,(A,) - Pf”(Ad < cd)] 

otherwise 

The threshold settings are determined by the criticality 
of the interaction (medical versus travel domain). 

Building the Context Model 
Although our processing strategy and heuristics are 
domain-independent, the system must be provided 
with domain knowledge representative of that required 
bY a capable human information-provider *. This knowl- 
edge consists of the set of actions that a user might 
pursue in the domain, operators that describe how-to 
perform these actions, and basic probability assign- 
ments representing how individual actions lend sup- 
port to alternative conclusions about the user’s goals. 
Preference rules are computed dynamically from com- 
binations of one or more basic probability assignments. 
Since operator descriptions contain subactions which 
also have associated operators, a plan for an action can 
be expanded to any desired degree of detail by starting 
with the operator for the action and repeatedly replac- 
ing subactions with their own operator descriptions. 

Each new utterance must be assimilated into the 
context model to produce an updated hypothesis about 
the user’s plans and goals. As described earlier, plan 
identification heuristics are used to hypothesize do 
main actions that might motivate a user utterance 
and focusing heuristics are used to identify the most 
coherent relationship between a hypothesized action 
and the user’s current focus of attention in the context 
model. The preceding sections showed how preference 
rules rank alternative conclusions by plausibility and _ - 
can be used to sanction default inferences. This sec- 
tion presents some of our rules for incorporating de- 
fault inferences into a model of plan recognition, along 
with examples illustrating the rules. The examples are 
taken from a student advisement domain; the relevant 
basic probability assignments are shown in Figure 2. 
We will assume a threshold plausibility level of cpl = .9 
and a threshold difference level of cd = .7. 

If there is only one expansion of the context model 
that captures the relationship identified by the focus- 
ing heuristics, the context model should be updated 
to include it. When more than one expansion satis- 
fies the constraints of the focusing heuristics, Rule-D1 
captures the notion of making default inferences that 
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Basic Probability Assignments Preference Rules 

1) Evidence: {Earn-credit(-user, M370)) IF { Earn-credit( -user, M370)) 
wW3H = 235 P-THEN A3 1.000 
m(WztA3H = .12 A2 .150 
T(Ol) = .03 Other .030 

2) Evidence: {E arn-credit(-user, EE202)) IF {Earn-credit(-user, EE202)) 
ma41 1) = .15 P-THEN Al 1.000 
m2(Qh,Ad) = 30 A2 .850 
m2((Al,&A3}) = -04 A3 .050 
m2(@1) = .Ol Other .OlO 

3) Evidence: { Earn-credit( -user, CM21)) IF {Earn-credit(-user, CS321)) 
m3(iA2,A3)) = .95 P-THEN A2 1.000 
m3((4,&&}) = -02 A3 1.000 
m3(%) = -03 Al .050 

Other .030 

4) Evidence: { Satisfy-major( -user, CS)} IF {Satisfy-major(-user, CS)} 
m4644H = .74 P-THEN A4 1.000 
m4({A4,fw) = .25 A5 .260 
m4(@2) = .Ol Other .OlO 

5) Evidence: { Satisfy-major( -user, MATH)} IF {Satisfy-major(-user, MATH)} 
m5&45H = .15 P-THEN A5 1.000 
m5(V4+45)) = .84 ~44 .850 
m5(@2> = -01 Other .OlO 

4 = Satisfy-major(-user, EE) 
A2 = Satisfy-major( -user, CS) 
A3 = Satisfy-major(-user, MATH) 
A4 = Earn-degree(-user, BS) 
A5 = Earn-degree( -user, BA) 

Figure 2: Sample bpa’s and Preference Rules for a University Advisement Domain 

coherently mesh with the user’s current -focus of atten- 
tion in his plan, while deferring unwarranted decisions 
until further evidence is accumulated. Note that the 
context model can now contain indirect arcs, indicating 
an incompletely specified relationship between actions. 

Rule-IX: Suppose that the focusing heuristics have 
determined that the new action A,,, associated 
with the user’s utterance is part of a plan for per- 
forming an action A, in the context model, but that 
there is more than one way of constructing a plan 
for A, that includes A,,, . If Infer( {A,,, }) = Aj 
and Ai can play a role in a plan for A,, then add Aj 
to the context model, with a direct arc from A,,, 
to Aj , and repeat Rule-D1 with Aj in place of A,,, ; 
otherwise add an uninstantiated node with a direct 
arc from A,,, to this new node and an indirect arc 
from the new node to A,. 

Example-l: 
Suppose that Sue has asked about satisfying such 

university requirements as a writing project and a 
multicultural course, leading the system to believe 
that she wants to get an undergraduate degree, and 
that Sue then asks about taking M370 (probability 
theory). The plan identification heuristics identify 
Q = Earn-credit(Sue, M370) as the domain action mo- 
tivating Sue’s query. Since the system’s domain knowl- 
edge includes an operator for earning an undergrad- 
uate degree and that operator can be expanded to 
produce a plan that includes taking M370, the focus- 
ing heuristics determine that Sue wants to take M370 
as part of earning an undergraduate degree. How- 
ever, there are several ways that taking M370 fits into 
such a plan, including satisfying the requirements for 
a math or a CS major, or merely filling a free elec- 
tive. Since the first preference rule in Figure 2 produces 
Infer({cr}) = Satisfy-major(Sue, MATH) and fulfilling 
a math major can be part of a plan for getting an un- 
dergraduate degree, Rule-D1 results in the default in- 
ference that Sue wants to satisfy the requirements for a 
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math major. Since the fifth preference rule in Figure 2 
produces Infer({Satisfy-major(Sue, MATH)})=& a 
decision about precisely how satisfying a math major 
fits into her plan - ie., about whether she intends to 
fulfill a math major as part of a BA or a BS degree - 
is deferred until further evidence is accumulated. The 
resulting context model was shown in Figure 1. 

Since a single piece of evidence may be insufficient 
to warrant a default inference, a plan recognition sys- 
tem must have the ability to combine individual pieces 
of evidence. The next rule addresses the problem of 
recognizing actions from an accumulation of evidence. 

Rule-D2: Suppose that the context model indicates 
that one or more actions Al, . . . , Ak are part of 
some as yet unspecified higher-level action and sup- 
pose that the focusing heuristics determine that 
A new is also part of this action. Add Anew 
and a direct arc from A,,, to this as yet un- 
specified action, construct a preference rule for 
{Al,... , Ak, Anew} from the bpa produced by com- 
bining the bpa’s associated with the individual ac- 
tions Al, . . . , Al,, A,,, (using Dempster’s rule of 
combination), and if Infer( (Al, . . . , Ak, AneW }) # 
0, then instantiate the previously unspecified parent 
action with Infer( {Al, . . . , Ak, A,,,,,}). 

Example-2: 
Suppose that the system believes that Al wants to 
take EE202 as part of a plan to perform some 
as yet unspecified higher-level action A,. (Note 
that the second preference rule in Figure 2 produces 
Infer({Earn-Credit(A1, EE202))) = 0.) Now suppose 
that Al asks about the preconditions for taking CS321 
and that Earn-credit(Al,CS321) is identified as the 
action motivating his new utterance. The focusing 
heuristics must now determine the most coherent re- 
lationship between this new action and the existing 
context model. Since taking CS321 and taking EE202 
are both possible actions for earning majors in math, 
computer science, and electrical engineering, the fo- 
cusing heuristics suggest that taking CS321 and tak- 
ing EE202 are both actions that will be executed as 
part of a plan to perform the unspecified higher-level 
action A,. Rule-D2 applies. Using Dempster’s rule of 
combination[19], the bpa associated with taking EE202 
is combined with the bpa associated with taking CS321 
(Figure 2) to produce 

Combined basic probability assignment 
=- .0088 “m({&, A}) = .0554 
= .8862 m( {Al, Aa, As)) = .0026 

m({Al,Az}) = .0467 m(%) = .0003 

Preference Rule 
IF {Earn-credit(Al,EE202), Earn-credit(Al,CS321)} 
P-THEN A2 .9912 

Al .0584 
A3 .0583 
Other .0003 

Figure 3: Extended Context Model 

In this case, 
Infer({Earn-credit(Al,EE202),Earn-credit(Al,CS321)}) 
= Satisfy-major(A1, CS), resulting in the default infer- 
ence that Al is trying to satisfy the requirements for a 
CS major. This produces the lower half of the context 
model in Figure 3. 

The next rule addresses the problem of default recog- 
nition of higher-level actions motivating the actions 
that are currently part of the system’s beliefs about 
the user’s plan. 

RubD3: If A,. is the action at the root of the context 
model and Infer({A,)) # 0, then add Infer({A,}) 
to the context model along with a direct arc from 
A,. to Infer({A,)); otherwise, add an uninstanti- 
ated node with a direct arc from A, to this new 
node, indicating that the user may be intending to 
execute A,. in order to perform some other action 
whose identify is as yet unknown. 

Example- 3: 
Consider the situation at the end of. Example-2, in 
which the top-level action that has been inferred as 
part of Al’s plan is Satisfy-major(A1, CS). Rule-D3, 
with this conclusion as evidence, leads to the default 
inference that he is pursuing a Bachelor of Science 
degree. Since pursuing a Bachelor of Science degree 
only plays a role in obtaining an undergraduate de- 
gree, this higher-level action is added to the system’s 
beliefs about his overall plan, producing the context 
model shown in Figure 3. 

With the inclusion of default inferences into the con- 
text model, new utterances not only can cause the con- 
text model to be expanded, but may also confirm, con- 
tradict, or call into question components of the model 
previously added by default. The next two rules accu- 
mulate evidence confirming an action added by default 
to the user’s plan; this evidence is being used in our 
current research to hypothesize the source of disparity 
when errors in the context model are suspected.- 

RubD4: Suppose that Ad is an action added by de- 
fault to the context model and that the new utter- 
ance either explicitly confirms Ad or is equated with 
an action that can only be part of a plan for ac- 
complishing Ad - ie., there are no other high-level 
actions that can account for the domain action mo- 
tivating the user’s utterance. Then mark Ad’s status 
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as confirmed and note the type of confirmation. 

Rule-D5: Suppose that 1) the focusing heuristics de- 
termine that the most coherent relationship between 
the existing context model and the action A,,, as- 
sociated with the current utterance is that A,,, will 
be executed as part of a plan to perform an action Ad 
added by default to the context model, and 2) A,,, 
is a plausible action in a plan for Ad (ie., it is rep- 
resentative of what one might expect an agent to do 
to perform Ad). Then record the occurrence of AneW 
as confirming the presence of Ad in the user’s plan. 

We contend that representativeness should be used in 
plan recognition to confirm existing beliefs about what 
the user wants to do, but that it should not be used 
as the basis for default inferences. Rule-D5 allows the 
action of going to the post ofice to confirm a previ- 
ous default inference that the user wants to register 
for the Selective Service, since going to the post of- 
fice is representative of (ie., a typical part of a plan 
for) registering for the Selective Service. However, it 
avoids the error of using representativeness to make 
default inferences[ll] - ie., when an agent is observed 
going to the post office, representativeness should not 
be used to sanction the default inference that he must 
be registering for the Selective Service. 

The user’s utterance can also contradict an action 
Ads added by default to the context model. Not only 
must Ads, along with all higher-level actions inferred 
from it, be removed, but also a decision must be made 
about whether to retain the components of the context 
model that led to inference of Ada. If Adg was inferred 
by default from another action Ad2 also inferred by de- 
fault from an action Al and current world knowledge 
contradicts all plausible conclusions that might result 
from adopting Adz, then confidence that Adz is really 
part of the user’s plan diminishes and it should be re- 
moved from the context model. On the other hand, 
if Ads is retained in the context model, then Ads may 
be replaced with a new action inferred by default once 
Adg is removed from consideration. Our method in 
the case where Adz has not been confirmed by other 
evidence is the following: 

Ada, then retract Adz from the context 

Rule-D6: Suppose that Ada was inferred by default 
from another default action Adz, Ada has not been 
confirmed by other evidence, and Adg is contradicted 
and must be removed from the ‘context model. 

1. If one of the alternatives to f& has at least some 
minimal plausibility in the preference rule asso- 
ciated with Adz, then revise this preference rule 
by recomputing its plausibility factors from the 
bpa produced by combining m(O - {Ad, )) = 1.0 
with the bpa from which the preference rule was 
formed. If Infer({Ad,}) # 0 using this revised 
preference rule, then add Infer({Ad,)) as the new 
parent of Ada in the context model. 

2. If none of the alternatives to Adg has at least some 
minimal plausibility in the preference rule associ- 

ated with 
model. 

Example- 4: 
Suppose that the system believes that Al’s plan con- 
tains the actions shown in Figure 3 and that the system 
then finds that Al is not pursuing a BS degree.3 Rule- 
D6 applies. The default inference that Al is pursuing 
a BS degree, and therefore an undergraduate degree, 
is withdrawn. This default inference resulted from the 
fourth preference rule in Figure 2, using as evidence 
the belief that Al wanted to major in computer science. 
Since the alternative conclusion that he is pursuing a 
BA degree is not implausible, the belief that he wants 
to major in computer science is retained in the context 
model and the bpa from the fourth preference rule in 
Figure 2 is combined with m(& - {Ad)) = 1.0, pro- 
ducing a revised bpa in which m( {As}) = .96, m( {Aa}) 
= 0, and m(&-{Aa}) = .04. This leads to the revised 
preference rule 

y$gtEiss-m;jor(USER, CS)} 
- 5 1.00 

Other .04 

and Infer( {Satisfy-major(Al,CS)})=As, thus produc- 
ing the default inference that Al is pursuing a BA de- 
gree instead of a BS degree. From this the system again 
infers that he wants to get an undergraduate degree. 

Future Research 
This paper has described a process model for incorpo- 
rating default inferences into plan recognition and has 
presented rules for inferring higher-level actions that 
are the motivation for observed actions. We are also 
formulating rules that apply when the user is already 
believed to be pursuing a particular higher-level action. 
These rules take into account the relative plausibility 
of alternative possible subactions in the plan for that 
action and even default inferences about these. In ad- 
dition, we are working on extending our process model 
to make generalized inferences[l2] about higher-level 
goal actions that are not the immediate parent of an 
existing action in the context model. 

We are also developing an overall strategy for revis- 
ing the system’s context model when the user’s utter- 
ances suggest possible disparity between it and what 
the user is actually trying to accomplish. This strat- 
egy will use the system’s relative confidence in compo- 
nents of the context model, along with meta-knowledge 
about how utterances were related to one another using 
focusing heuristics and how default goals were inferred, 
to justify and explain the system’s beliefs to the user, 
formulate an intelligent hypothesis about the source of 

3This might happen in several ways. The simplest case 
would be a direct statement to this effect by Al. A more 
realistic scenario would be a query from Al about satisfy- 
ing a foreign language requirement, where it is mutually 
believed that BS degrees do not have such a requirement. 
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error, and guide a negotiation dialogue to remedy the 
error[5]. 

Conclusions 

This paper has presented a process model of plan in- 
ference that is motivated by an analysis of naturally 
occurring dialogues and by psychological studies of hu- 
man inference and plan recognition. It includes a strat- 
egy for incrementally updating the system’s model of 
the user’s plan that can both sanction appropriate de- 
fault inferences and defer unwarranted decisions un- 
til further evidence is available. In this strategy, dy- 
namically computed preference rules are used to rank 
alternative conclusions according to plausibility, and 
the decision to sanction a default inference is based on 
the conclusion’s plausibility with respect to the plau- 
sibility of alternative competing conclusions. We have 
presented a set of rules that incorporate appropriate 
default inferences into the system’s model of the user’s 
plan and update and revise the model as the dialogue 
progresses. Our process model overcomes a limitation 
of previous plan recognition systems and will produce 
a rich model of the user’s plans and goals that is ra- 
tional and can be explained and justified to the user 
when questions about it arise. 
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