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Abstract 

A possible worlds semantics for model-based spatial 
reasoning is presented. In this semantics, worlds are 
characterized by the alternative states that result from 
indeterminacy or partial knowledge. A world is rep- 
resented as a set of symbolic arrays, where symbols 
in the array map to entities in the world and the rel- 
ative locations of symbols correspond to the relative 
locations of entities. Deduction is carried out using a 
model-theoretic approach in which array representa- 
tions are “inspected” using primitive array functions. 
Nonmonotonic reasoning using array representations 
is also discussed. 

Introduction 
Psychologists have acknowledged that mental models 
are fundamental to human problem solving, particu- 
larly for their predictive and explanatory power in un- 
derstanding human interactions with the environment 
and with others. Just as mental models are perva- 
sive to human problem solving, computational models 
for spatial reasoning provide a foundation for problem 
solving in AI. 

This paper is concerned with the development of 
a computational methodology for spatial reasoning 
with models. A knowledge representation scheme is 
presented in which symbolic array data structures 
are used, in conjunction with imagery inspection and 
transformation operations, to reason about the spatial 
properties of a world. Figure 1 illustrates a symbolic 
array representation for a map of Europe.’ Symbols in 
the array correspond to the entities in the geographic 
domain and the relative locations of symbols in the ar- 
ray denote the relative directions among these entities. 
Each dimension in an array defines a linear order rela- 
tion among entities in the domain. The order may cor- 
respond to relative location (e.g. left-of), geographic 
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1 Note that adjacent cells in the array that contain iden- 
tical symbols (e.g. Germany) are denoted by a single sym- 
bol with multiple indexes. 

(e.g. north-of), temporal (e.g. before) or conceptual 
(e.g. taller-than) relations. In particular, we are con- 
cerned with transitive relations - i.e., relations T such 
that if r(z, y) and ~(y, z) then f(z, z). Topological rela- 
tions, such as touching, contained-in, bonded-to, etc., 
can also be represented in an array. For the array 
representation of Europe in Figure 1, the adjacent-to 
relation in the array maps to the borders-on relation 
for the world. 

The formalism presented in this paper borrows from 
previous research in the area of computational imagery 
(GP92; Gla93), which involves the study of AI knowl- 
edge representation and inferencing techniques that 
correspond to the representations and processes for 
mental imagery. In computational imagery, a mathe- 
matical theory of arrays provides a basis for represent- 
ing and reasoning about visual (e.g. shape) and spa- 
tial (e.g. relative location) properties of entities in the 
world. Although results of cognitive studies offered ini- 
tial motivation for the representations and functional- 
ity of the formalism, the ultimate concerns of research 
in computational imagery are expressive power, infer- 
ential adequacy and efficiency; whenever possible, the 
limitations of the human information processing sys- 
tem are overcome. 

The research described in this paper extends work in 
computational imagery by presenting a formal seman- 
tics for spatial reasoning with array representations 
of worlds. The proposed formalism provides a foun- 
dation for deductive reasoning, where inferences are 
based on a semantic theory of relational deductions, 
rather than on a syntactic theory that depends on rules 
of inference. Incomplete or uncertain knowledge may 
result in worlds with multiple possible interpretations, 
where each consistent interpretation is represented by 
a unique array representation. In the remainder of the 
paper we present a model-theoretic approach to spatial 
reasoning with array representations. An ongoing issue 
in AI is how to effectively update a knowledge base as 
new information is added or the world is transformed. 
The paper addresses this issue by demonstrating how 
nonmonotonic reasoning is achieved in the formalism. 
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Figure 1: Array representation of Europe 

Deductive Reasoning with Spatial relationships among the entities. A possible worlds se- 
Models mantics for deductive reasoning is also presented. 

Reasoning by deduction is the process of logically in- 
ferring a conclusion from a given set of premises. For 
example, from the premises: 

Array Representations 

left- of(a, b), left- of(b, c), and 
left-of(X, Y) A left-of(Y,Z) ---) left-of(X,Z), 

one can deduce left-of(a,c). This form of reasoning, 
where conclusions are derived using the iterative ap- 
plication of syntactic inference rules, is referred to as 
proof-theoretic. Alternatively, the validity of an ar- 
gument can be demonstrated using a model-theoretic 
approach. Given the above premises, an array repre- 
sentation (model) - ml - can be constructed 
in which left-of in the array corresponds to the left-of 
relation in the world being described. From this rep- 
resentation we can logically deduce the valid conclu- 
sion left-of(a,c) through the process of model inspec- 
tion (also referred to as model checking). 

An array representation for a determinate world con- 
sists of a symbolic array, containing constant symbols 
corresponding to the entities in the world, and a set of 
array functions, which are used to determine the spa- 
tial relations among entities in the world. For example, 
a world described as: 

The ball and the lamp are on the table and the 
lamp is to the right of the ball. 

could be represented as the symbolic array 

djI?ZgEEj, 

where the symbols lamp, ball and table in array A are 
mapped to the corresponding entities in the world. 

Existing computational systems generally employ 
proof-theoretic deduction: reasoning is carried out by 
applying rules that manipulate syntactic forms of ex- 
pressions. The proposed system for spatial reasoning, 
however, relies on semantics, or the mapping between 
the representation and the domain of interest. Con- 
clusions are derived by applying functions that map 
to the relevant spatial relations in the world. Thus, 
reasoning with array representations can be thought 
of as a restricted form of model-theoretic deduction, 
one which is limited to the spatial inferences that are 
made explicit by array inspection functions (GP92). In 
addition, the system is useful for reasoning about the 
indeterminate worlds resulting from uncertainty or in- 
complete information. This section describes how sym- 
bolic arrays can be used to represent worlds, including 
indeterminate worlds, consisting of entities and spatial 

Truth of an atomic formula for an array representa- 
tion is defined using primitive functions that “inspect” 
an array data structure. Assume that p is an n-ary spa- 
tial predicate symbol corresponding to a relation zup in 
the world and cl, . . . , cn are constant symbols that de- 
note entities in the world. Then the atomic formula 
Ph “‘3 cn) is true for an array representation if and 
only if the function application fp (cl, . . . , cn, d) evalu- 
ates to true, where fp denotes the array function that 
inspects the array A to determine if the relation wp 
holds for symbols cl, . . . . cn. For example, in the pre- 
vious array representation a function application left- 
oftball, Zamp,d) would evaluate to true, whereas the ex- 
pression on-top(baZl,lamp,d) would evaluate to false. 
A symbolic array A is said to represent a world w if 
and only if for all atomic formula 4 = p(cr , . . . , cn) in a 
specified language: 

fp(cl, . . . . cn, A) = true if and only if (cl, . . . . cn) E 20~. 
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In such a case, we say that world w is representable. 
An individual array representation models a deter- 

minate world in which all the spatial relations for the 
entities are explicitly specified or implied. However, a 
world may be indeterminate in the sense that its set of 
spatial relations is underspecified, resulting in ambigu- 
ity concerning the relative locations of certain entities. 
Indeterminacy generally implies the existence of alter- 
native possible worlds, each of which is an extension of 
the indeterminate world (by adding more facts), and 
each of which is representable as an array. For exam- 
ple, a world described as - The spoon is to the right 
of the fork and the knife is to the right of the fork - 
suggests two consistent extensions, represented by the 
arrays: 

fork spoon 1 knife 1 and fork knife spoon . 

An indeterminate world can be characterized by its 
complete (representable) extensions - i.e., those that 
have array representations. We say that world w’ is an 
extension of world w, denoted w -( w’ if and only the 
two worlds consist of the same entities and all relations 
that hold in w also hold in w’. A world w is consid- 
ered possible if there a representable world w’ such that 
w 5 w’. In general, we say an array A represents an 
indeterminate world w if and only if it represents a 
determinate extension of w. 

Possible Worlds Semantics 

Following, we present a possible worlds semantics for 
spatial reasoning based on a modal logic that accounts 
for the necessity and possibility of truth of a proposi- 
tion. A well-formed formula (wff) is necessarily true 
in a given world if it is true in all representable exten- 
sions of the world; a wff is possibly true if it is true 
in some representable extension of the world. Truth 
of a wff in a world w is defined recursively in terms of 
the truth of the atomic wffs and truth in the worlds 
that are extensions of w. In the following definition, a 
statement of the form j==uI I$ denotes that the wff 4 is 
true in world w. 

Definition. Given a world 20, we define truth of 
a wff f$ in w as follows: 
e If $?!J = p(cr,..., cla) is an atomic wff then j==w C$ 

if and only if (cl, . .., era) E wp, where wp is the 
relation in w corresponding to predicate symbol 
P* 

e /=w+~$ ifandonlyif b=,4andk,$. 
e /==,qiVv+b ifandonlyif h,40rb=2ud. 
o b=w + if and only if not kw 4. 
o b2u 04 if and only if +=zu~ 4 for all worlds w’ 

such that w 5 w’ and w’ is representable. 
e /==ul 04 if and only if bzuj 4 for some world w’ 

such that w -( w’ and w’ is representable. 

Figure 2: Embedded array representation 

The proposed model theory assumes the principle of 
compositionality: the meaning of a wff in a possible 
world is determined totally by the meaning of its enti- 
ties and their atomic relations. Possible worlds seman- 
tics is a version of model theory where truth of a wff 
in one world may depend on its truth in other possible 
worlds. Computationally, the possibility and necessity 
of truth for a wff in a world w can be determined by 
inspection of the array representations for the world. 

Theorem: An atomic wff C$ = p(cl , . . . , cn) is nec- 
essarily true for a world w (j=,,, 04) if and only if 
for all array representations Ai =< S, di, F > for 
w, f&l, .+.> c,, A)) = true for array function fp. 

Theorem: An atomic wff 4 = p(cr, . . . . cla) is 
possibly true for w ( b=ul 04) if and only if for 
some array representation Ai =< S, di, F > for w, 
fph, "'7 c,,d)) = true for array function fp. 

The proposed formalism for model-based reasoning 
was designed to capture and reason about the relevant 
spatial and structural qualities of a world. Although 
the examples presented are two-dimensional, the ar- 
ray theory on which the formalism is based (JG89) is 
not restricted - array functions have been developed 
for generating, transforming and inspecting arrays of 
any dimensionality. Ongoing research in this area in- 
volves several extensions to the formalism. One such 
extension involves the representation and inspection 
of structured worlds; results of cognitive studies sug- 
gest that mental models may be hierarchically orga- 
nized and that reasoning takes place at varying levels 
of structural decomposition based on a part-of relation. 
Reasoning at multiple levels of a parts hierarchy can 
be achieved using nested array representations where 
array symbols may define subarrays that correspond to 
the subworlds for the structured entities in the world. 
Figure 2 illustrates a representation where the sym- 
bol lamp denotes a subarray that represents the world 
corresponding to a structured entity. 

The scheme is also being extended to model tempo- 
ral worlds, where a temporal model is represented as 
a one-dimensional array consisting of discrete “snap- 
shots” of worlds at progressive time steps. As well, 
inferences in the formalism need not be restricted to 
deductions. A model-based approach to analogical rea- 
soning is also being developed using array representa- 
tions. 
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Nonmonotonic Reasoning 
Many current reasoning systems, such as first-order 
predicate logic, were designed for monotonic reason- 
ing: if knowledge is added to a system then every- 
thing that was previously derivable is still derivable. 
Hoever, the domains that involve spatial reasoning of- 
ten face the problems posed by uncertain or constantly 
changing knowledge where the property of monotonic- 
ity does not hold. A variety of representation schemes 
have been developed in an attempt to accommodate 
nonmonotonic reasoning. These systems typically ex- 
tend existing logics to include axioms and rules of infer- 
ence that make it possible to reason in indeterminate 
worlds. Reiter’s (Rei80) default logic allows inference 
rules of the form: If A is provable and it is consistent 
to assume B then conclude C. McDermott and Doyle 
(MD80) alternatively state defaults as sentences of the 
form: If A holds and B is not disprovable then B. Con- 
cepts such as “it is consistent to assume” and “is not 
disprovable” can be expressed and validated using the 
the concept of “possibility” in our formalism, i.e., B is 
not disprovable in w if B is true in some array repre- 
sentation for 20. Two issues that have to be addressed 
by nonmonotonic reasoning systems are: 

How can inferences be made in the presence of in- 
complete knowledge? In the previous section we 
presented a formalism for making inferences in the 
presence of spatial indeterminacy. These inferences 
are achieved by constructing and inspecting sym- 
bolic arrays that represent the alternative interpre- 
tations arising from uncertainty. 

How is the knowledge base updated when new infor- 
mation is added? A knowledge ba.se for spatial 
reasoning can be defined as the set of a.rray repre- 
sentations for a given world. In the remainder of 
this section, we address the question of how such a 
knowledge base can be modified as the world is trans- 
formed by acquiring new knowledge or by modifying 
the existing spatial relations. 

Knowledge Acquisition 
In spatial reasoning systems, knowledge acquisition 
generally involves extending the spatial constraints for 
the world. Updating the array representations to ac- 
commodate such information is straightforward: the 
new world is modeled by eliminating from the knowl- 
edge base those representations that are inconsistent 
with the added information. Consider the indetermi- 
nate world described by the atomic wffs left-of(a, b), 
left-of(a, c), left-of(u, d) and left-of(b, d). This descrip- 
tion suggests three representable extensions, corre- 
sponding to the following arrays: 

d3 

(a) Blocks world (b) Array representation 

(c) Transformed blocks world (d) Transfomqi array 
representation 

Figure 3: Representation of a blocks world 

If the world is modified to include the spatial relation 
left-of(c, d), then the array representation containing 
structure d3 would be eliminated from the knowledge 
base, since it is not consistent with the added spatial 
relationship. 

Transforming a World 

Spatial reasoning may involve applying transforma- 
tions that result in changes to the relative locations 
of entities in the world. Reasoning in the presence 
of such change is problematic in traditional reasoning 
systems, since it is necessary to consider the implica- 
tions on the current state of affairs. In the proposed 
scheme for model-based reasoning, however, the infer- 
ences arising from transformations on a world can be 
derived by applying analogous array functions to the 
representation. Thus, if t is a transformation that can 
be applied to a world w resulting in a world w’, then 
we define a function t’ such that if t’ is applied to an 
array representation for w it would result in an array 
that represents 20’. 

To illustrate how the effects of transformations can 
be modeled, consider the blocks world in Figure 3(a) 
a.nd its array depiction A in Figure 3(b). The blocks 
world resulting from the transformation t = move block 
c to the top of block a is illustrated in Figure 3(c). This 
change is modeled by applying a primitive array opera- 
tion t’ = move-rel to the parameter list (c, a, d, above). 
This function application results in an array that rep- 
resents the transformed world, as depicted in Figure 
3(d)* 

Array transformation functions may be complex and 
involve knowledge of the physical model for the entities 
in the domain. For example, the transformation oper- 
ation for push in the blocks world wollld have to take 
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into account that if the block being pushed is support- 
ing other blocks, then the locations of the supported 
blocks are also changed by the transformation. 

In summary, modifying a world by adding knowl- 
edge or by applying spatial transformations results in 
a new world, which can subsequently be used for rea- 
soning about the validity of wffs. Note that it is not 
necessary to examine any previous deductions to de- 
termine whether relationships need to be deleted from 
the knowledge base, since the modified spatial relations 
are determined directly from inspection of the trans- 
formed array representations. Thus, the model-based 
approach to spatial reasoning addresses the frame prob- 
lem (Rap71), which is concerned with what relations 
are withdrawn or remain valid as change occurs in a 
world. This information is implicit in the transforma- 
tion functions for the array. 

Control Strategies for Model-based 
Reasoning 

Model-based deduction can be carried out as a three 
step process: 1) a knowledge base array representations 
is constructed to represent the possible states of affa.irs 
(representable extensions) for the world; 2) transfor- 
mations are performed on the representations in the 
knowledge base, corresponding to the transformations 
that occur in the world (this step is optional); and 3) 
conclusions are formed by applying inspection func- 
tions to the array representations. Alternative strate- 
gies can also be developed for model-based rea,soning, 
depending on the form of the desired conclusion. De- 
ductions that involve the possibility of a wff can be 
achieved by constructing a single model, correspond- 
ing to a possible world in which the premises and wff 
are true. Similarly, proving a wff invalid requires the 
construction of a single model in which the premises 
are true and the putative conclusion is false. 

Model-based reasoning, as an alternative to theo- 
rem proving, has also been considered by Halpern and 
Vardi (1991). In this work, an agent’s knowledge is rep- 
resented using a semantic model, where model checking 
is used to determine validity of a formula. For cases 
where the number of possible worlds grows exponen- 
tially, they suggest that heuristics could be used to fo- 
cus attention on those worlds that are “most, relevant” 
or “most likely”. 

Cognitive studies suggest that humans reason with 
a single model, even in situations that imply multiple 
states of affairs (JL93). If it is discovered that the cur- 
rent model does not correspond to the situation that is 
described then it is changed. A similar control strat- 
egy could be developed for a computational approach 
to model-based reasoning, where a.n alternative model 
is generated if the current model becomes inconsistent. 

Although the representation scheme was motivated 
by our understanding of cognitive processes, it was 
not intended to be model of cognition. The proposed 
computational approach to model-based reasoning can 

overcome some of the limitations of human informa- 
tion processing. Human errors occur in model-based 
deduction by failing to consider all possible interpre- 
tations compatible with a given set of facts (JL93). 
In domains where the amount of indeterminacy is re- 
stricted, all possible array representations for a world 
can be generated and checked. Thus, no consistent 
interpretations are left unconsidered. The inferencing 
process for spatial representations also facilitates par- 
allel implementations: multiple array representations 
can be constructed, transformed and inspected con- 
currently (GP92). 

In conclusion, the proposed representation scheme 
for model-based reasoning provides an effective tool 
for performing spatial inferences. Alternative control 
strategies can be constructed for carrying out deduc- 
tions by generating, transforming and inspecting array 
representations. For cases where the number of ar- 
ray models is unmanageable, heuristic or backtracking 
strategies can be developed. 

Discussion 
The concept of constructing knowledge representations 
that mirror the structure of the world is not unique 
to the proposed array representation. Hayes (Hay74) 
discusses direct representations in which there exist 
similarities between what is being represented and the 
medium of the representation. Sloman (Slo93) has also 
argued the pros and cons of analogical representations, 
and has concluded that a variety of representation for- 
malisms, including those specialized for spatial reason- 
ing, are important to AI problem solving. Other hy- 
brid approaches have been suggested for visual-spatial 
and model-based reasoning. Barwise and Etchemendy 
(BE92) proposed a system called Hyperproof which in- 
tegrates diagra.mmatic reasoning with sentence-based 
logics. Myers and Konolige (MK92) treat model-based 
manipulations as a form of inference within a classi- 
cal logic system. More specifically, they store partially 
interpreted sensor data using an analogical represen- 
tation that interacts with a general-purpose sentential 
language. 

Although interest and activity in spatial and dia- 
grammatic reasoning is escalating, most of the research 
in this area is focussed on logic or analogical represen- 
tations. What the array formalism offers is an interme- 
diate representation that is less specific than a visual 
representation, yet less abstract than a logic represen- 
tation. A characteristic of the array representation for 
model-based reasoning is that it brings relevant spatial 
properties to the forefront. The entities and spatial re- 
lations in the world are explicitly denoted as symbols 
a.nd relations in a multi-dimensional array. This repre- 
sentation provides for a simplified model of the world 
- one that captures salient spatial features and sup- 
presses unnecessary or irrelevant details. 

The array representation for spatial reasoning has 
measurable computational advantages over proof- 
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theoretic logic systems. In particular, array models can 
be used to develop vivid knowledge bases. Levesque 
(Lev86) defines a vivid knowledge base as one that is 
structured so that there is a one-to-one correspondence 
between the entities in the world and the symbols in 
the knowledge base, and for each simple relationship 
of interest in the world - in our case spatial relation- 
ships - there exists a corresponding connection among 
symbols in the knowledge base. Levesque argues that 
the main advantage of vivid knowledge bases is that 
they provide for efficient worst case reasoning behav- 
ior, since calculating what is logically implicit generally 
reduces to retrieving what is explicit. 

Assuming that the array representations correctly 
model the world, the proposed knowledge representa- 
tion scheme provides a complete and sound reasoning 
system that can perform under conditions of uncer- 
tainty or incomplete information. A model-theoretic 
formalism is used to make inferences about indetermi- 
nate worlds, using a three step process of construct- 
ing, transforming and inspecting array representations 
for the world. Thus, the process of generating syn- 
tactic proofs to derive spatial information is replaced 
by the process of model checking. The non-existence 
of a proof can be determined by finding an exception 
- i.e., an array representation in which the formula is 
refuted. The scheme provides a framework for integrat- 
ing model-theoretic deduction with nonmonotonic rea- 
soning in which representations are updated and rein- 
terpreted as new information is acquired or as trans- 
formations are performed. 

The proposed model-based approach to reasoning 
can be motivated and justified by human needs. Simon 
(Sim78) h as ro ose criteria for assessing and select- p p d 
ing representations based on information content and 
on ease of programming. These criteria are task depen- 
dent and partially rely on the ability of the program- 
mer to represent the state of knowledge in the world 
and the transformations and inferences that may occur. 
Experimental results in cognitive psychology suggest 
that humans apply model-based reasoning for problem 
solving in a variety of domains. Certainly a formalism 
that captures the representations and processes asso- 
ciated with model-based reasoning would facilitate the 
implementation of computational reasoning systems in 
such problem solving domains. Although our scheme 
was motivated by human needs, it can overcome inher- 
ent limitations of the cognitive system. 

In a recent debate, which was concerned with the 
advantages/disadvantages of descriptive versus depic- 
tive (model-based) representations, Levesque and Re- 
iter (LR93) state that a reason to prefer descriptive 
(logic) representations is that they are “bIessed with a 
semantics”. Although logic-based representations can 
be advocated for their semantic clarity, we have shown 
that an intuitive semantics for model-based reasoning 
with array representations also exists. 
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