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With the recent availability of genome-wide DNA
sequence information, biologists are left with the over-
whelming task of identifying the biological role of ev-
ery gene in an organism. Technological advances now
provide fast and efficient methods to monitor, on a ge-
nomic scale, the patterns of gene expression in response
to a stimulus, lending key insight about a gene’s func-
tion. With this wealth of information comes the need
to organize and analyze the data.

One natural approach is to group together genes
with similar patterns of expression. Several alterna-
tives have been proposed for both the similarity met-
ric and the clustering algorithm (Wen et al. 1998;
Eisen et al. 1998). However, these studies used a spe-
cific metric-clustering algorithm pair. In our work, we
aim to provide a more systematic investigation into the
various metric and clustering algorithm alternatives.
We also offer two methods to handle missing data.

The data sets include a single time course of rat
spinal cord development, a single time course of a hu-
man cell growth model, and an aggregation of data
from the yeast S. cervisiae under several experimen-
tal conditions. The data contains missing datapoints
in cases of measurement error or inconclusive signal.
We consider two techniques for handling missing dat-
apoints, namely weighting by the number of valid
points, and linear interpolation.

For similarity metrics, we compare a euclidean dis-
tance metric, a correlation metric, and a mutual
information-based metric. The euclidean metric is
commonly used due to its spatially intuitive interpre-
tation of distance and ease of calculation. However,
it might fail to recognize negative correlation, thus we
use sample correlation to capture both positive and
negative correlation. Not all the significant relation-
ships between genes are modelled under either metric.
In particular, both summarize the contributions along
the whole trajectory, assuming that the type of corre-
lation is constant throughout time. Two genes might
be correlated positively within a certain range of their
values and negatively related in another range. To
capture this type of dependence, we consider a third
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metric based on mutual information.

We combine the metrics with unsupervised learn-
ing algorithms. We consider k-means, hierarchical ag-
glomerative clustering and AutoClass (Cheeseman et
al. 1988). The advantage of k-means is its simplic-
ity. However, many iterations may be required and
the number of clusters must be specified a priori. The
hierarchical clustering algorithm attempts to cluster
all elements (pairwise) into a single tree. The algo-
rithm is fast and requires no a priori knowledge of
the number of clusters. However, the cluster bound-
aries are usually manually extracted based on other
known information, such as gene function. AutoClass
(Cheeseman et al. 1988) can be viewed as a stochastic
version of k-means which models the means as gaus-
sians. AutoClass automatically searches for the num-
ber of clusters. However, as an approximation to the
full-Bayesian classification, AutoClass can be slow on
large problems.

We address questions like how different are the re-
sults using a particular combination of metric, cluster-
ing algorithm and missing value compensation? Which
one is the best for this important application? How
stable and reliable are the clusters? How well do the
clusters match known functional classes? How sensi-
tive are the methods to missing values?
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