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Abstract

Collaborative filtering is a popular technique for rec-
ommending items to people. Several methods for col-
laborative filtering have been proposed in the literature
and the quality of their predictions compared in empir-
ical studies. In this paper, we argue that the measures
of quality used in these studies are based on rather
simple assumptions. We propose and apply additional
measures for comparing the effectiveness of collabora-
tive filtering methods which are grounded in decision-
theory.
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Introduction

Recommenders are computer systems designed to help
people find preferred items within a very large set of
available alternatives, such as movies, books and news.
Collaborative filtering (CF) is a technique used by rec-
ommenders to make predictions on how a user will rate
a particular item, given his or her ratings on other items
and given other people’s ratings on various items in-
cluding the one in question. CF has been an active
area of research in recent years both in AI and HCI.
Several collaborative filtering algorithms have been sug-
gested, ranging from binary to non-binary ratings, and
from implicit to explicit ratings (Resnick et al. 1994;
Shardanand & Maes 1995),(Breese, Heckerman, &
Kadie 1998), (Pennock et al. 2000), (Sharma & Poole
2001). Of all these algorithms, the most recent and
most successful ones are based on a probabilistic ap-
proach.

(Breese, Heckerman, & Kadie 1998) presented the
first attempt to perform a comprehensive evaluation of
all the algorithms that had appeared in the literature
up to that time. They compared each algorithm’s per-
formance according to two measures of prediction accu-
racy that have since become a standard for evaluating
CF algorithms: the Mean Absolute Error (MAE) and
the ranked scoring (RS). MAE has become especially
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popular. It has been used to evaluate new probabilis-
tic CF algorithms (Sharma & Poole 2001), (Pennock
et al. 2000) as well as techniques for eliciting ratings
in CF (Rashid et al. 2002). In this paper, we ex-
amine the tacit assumptions underlying MAE and RS.
MAE equates recommendation quality with the accu-
racy of the algorithm prediction of how a user will rate
a particular item. The problem with this approach is
that it makes an unrealistic assumption on how recom-
menders are used in practice. Users of a recommender
are not prediction checkers. Rather, they use predic-
tions to make decisions. So, a measure of recommenda-
tion quality should take into account the outcomes of
the users’ decisions. To address this problem, we pro-
pose a new measure for comparing CF algorithms which
is grounded in decision-theory. Our new measure at-
tempts to compute how useful a recommendation will
be for the user by taking into account a user-specific
threshold for accepting a recommendation. Also, we
note that our new measure presents interesting similar-
ity with RS (the other performance measure commonly
used in CF). Based on this observation, we uncover tacit
assumptions underlying RS and we conclude that our
new measure can be effectively used to define a more
plausible RS.

CF and its Evaluation

Filtering Problem and Notation

Let N be the number of users and M be the total num-
ber of items in the database. S is an N x M matrix of
all user’s ratings for all items; S,; is the rating given
by user u to item ¢. Ratings are typically on a cardinal
scale with m values (e.g., 0, ..., 5 in the movie domain).
In collaborative filtering, S, the user-item matrix is gen-
erally very sparse since each user will only have rated
a small percentage of the total number of items. Un-
der this formulation, the collaborative filtering problem
becomes predicting those .S,; which are not defined in
S, the user-item matrix. The user for whom we are
predicting a rating is called the active user a.

Algorithms for CF

Initial CF algorithms (Resnick et al. 1994; Shardanand
& Maes 1995), referred in (Breese, Heckerman, & Kadie
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1998) as memory based, predict the active user ratings
as a similarity-weighted sum of the other users’ rat-
ings, with the most successful similarity measure being
correlation (Breese, Heckerman, & Kadie 1998). Re-
cently, Al researchers have investigated model based al-
gorithms for CF. Model based algorithms build a model
of the data and use the model for prediction. Breese et
al. (Breese, Heckerman, & Kadie 1998) proposed and
evaluated two probabilistic models: cluster models and
Bayesian networks. Pennock et al. (Pennock et al.
2000) introduced another probabilistic model based CF
algorithm called personality diagnosis (PD). And fi-
nally, (Sharma & Poole 2001) proposed a probabilistic
approach based on a noisy sensor model.

Evaluation Strategy and Measures

Typically, a machine learning training and test set ap-
proach is used to evaluate the accuracy of CF algo-
rithms. In this approach, the dataset of users and their
ratings is divided into two: a training set and a test set.
The training set is used as the CF dataset. The test set
is used to evaluate the accuracy of the CF algorithm.
When testing is performed, each user from the test set
is treated as the active user. The ratings by each test
user are divided into two sets: I, and P,. The set I,
contains ratings that are treated as observed ratings.
The set P, contains the ratings that the CF algorithm
attempts to predict by using both the observed ratings
(I,) and the training set.

The Mean Absolute Error (MAE) is the most com-
monly used measure to evaluate the accuracy of CF
algorithms. Let the number of predicted ratings in the
test set for the active user be n,; then the MAE for
that user is given as follows:

1
MAE, = — g a.i — Dai
" |o. J p7J|

@ jep,

where o, ; is user a’s observed rating for item j and
Da,j is user a’s predicted rating for item j. The MAE
reported in CF evaluations is the average MAE for all
users in the test set. Notice that the lower the MAE,
the more accurate the collaborative filtering algorithm
is.

A second, less commonly used measure of recommen-
dation quality is the ranked scoring (RS). This measure
assumes that the recommender presents a recommen-
dation to the user as a list of items ranked by their
predicted ratings. As described in (Breese, Heckerman,
& Kadie 1998), RS assesses the expected utility of a
ranked list of items, by multiplying the utility of an
item for the user by the probability that the item will
be viewed by the user. The utility of an item is com-
puted as the difference between its observed rating and
the default or neutral rating d in the domain (which,
they suggest, can be either the midpoint of the rating
scale or the average rating in the dataset), while the
probability of viewing decays exponentially as the rank
of items increases. Formally, the RS of a ranked list of
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Table 1: MAE scores on the EachMovie data for Noisy-
Best (Noisy sensor model), PD (Personality Diagnosis)
and Correl (Correlation) - Note: lower scores are better.

Algorithm Protocol

AllButl  Givenl10 Givend Given2
Noisy-Best | .893 .943 974 1.012
PD .964 .986 1.016 1.039
Correl .999 1.069 1.145 1.296

items sorted according to the index j in order of declin-
ing po ;* is:
1
RSa = Zmax(oad’ - d7 O) * m

J

The first term computes the utility of the item in the
4t position of the list, whereas the second term com-
putes the probability of the user viewing that item (see
(Breese, Heckerman, & Kadie 1998) for details on this
second term). The RS reported in CF evaluations com-
bines the RS,s for all the users in the test set:

RS =100 Rgi‘jm

where RS]"*" is the utility of the best possible ranked
list for user a (i.e., the utility of the ranked list that the
recommender would generate if it knew all the o, ;).
Notice that the higher the RS, the more accurate the
collaborative filtering algorithm is.

Evaluation results using MAE and RS on
the Eachmovie database®

Table 1 shows the results of a recent comparison of CF
algorithms based on MAE (Sharma & Poole 2001)3.
The algorithms were tested on the same subset of the
EachMovie database as used by (Breese, Heckerman,
& Kadie 1998) and (Pennock et al. 2000), consist-
ing of 1,623 movies, 381,862 ratings, 5,000 users in the
training set, and 4,119 users in the test set. Ratings
in the EachMovie database are elicited on an integer
scale from zero to five. In the table, AllBut! means
that the test set P, for each test user contains a sin-
gle randomly selected rating and the observed set I,
contains the rest of the ratings. In contrast, GivenX
means that X ratings are randomly placed for each
test user in the observed set I,, while the rest of the
ratings are placed in the test set P,. As shown in the

! (Breese, Heckerman, & Kadie 1998) says that items are
sorted in order of declining oq,j, but we believe that was a
typo because the recommender cannot present a list ordered
by the true ratings.

http://research.compaq.com/SRC /eachmovie/

3(Sharma & Poole 2001) proposed two algorithms based
on a noisy sensor model. In the table, we report only the
performance of the best one, that we call Noisy-Best.



Table 2: RS scores on the EachMovie data when d is
equal to 2.5 (the midpoint of the 0-5 rating scale) and
3.04 (the average rating of the dataset) - Note: higher

scores are better.
d

Algorithm Protocol
AllButl  Given10 Given5  Given2

Noisy-Best | 2.5 77.42 76.82 76.80 74.09
PD 2.5 69.58 69.20 69.08 75.72
Correl 2.5 76.81 71.17 67.86 59.70
Noisy-Best | 3.04 | 72.49 71.91 71.90 68.74
PD 3.04 | 63.18 62.78 62.71 70.66
Correl 3.04 | 71.89 65.53 61.88 52.94

table, Noisy-Best performed better than PD and Cor-
relation in all these settings. And since Correlation had
been shown to either perform similarly or outperform
(with respect to MAE) all other CF methods studied
in (Breese, Heckerman, & Kadie 1998) (e.g., Bayesian
Networks), it appears that Noisy-Best is the best per-
forming CF algorithm according to MAE (when tested
on the EachMovie database).

We also compared CF algorithms with respect to the
RS measure. Table 2 shows the results of this compar-
ison. Noisy-Best performed similarly or outperformed
PD and Correlation in most settings (more later on sta-
tistical significance). Notice that these are new results,
because neither (Sharma & Poole 2001) nor (Pennock
et al. 2000) considered RS. As we did for MAE, the
algorithms were tested on the same dataset and follow-
ing the same procedure used by (Breese, Heckerman, &
Kadie 1998). However, for Correlation (the only algo-
rithm that both we and (Breese, Heckerman, & Kadie
1998) investigated) we obtained rather different results
(our RS for Correlation d=2.5 is in the 67-77 interval
while RS for the same protocol in (Breese, Heckerman,
& Kadie 1998) is in the 23-43 interval). We are not
quite sure of the source of the discrepancy. Random-
ization cannot be the culprit because the differences are
quite large. Therefore, this issue requires further inves-
tigation. Nevertheless, since in (Breese, Heckerman,
& Kadie 1998) Correlation had been shown to either
perform similarly or outperform all other CF methods
studied with respect to RS, it appears that Noisy-Best
is overall the best performing CF algorithm also accord-
ing to RS (when tested on the EachMovie database).

Tables 1 and 2 also summarize the statistical signifi-
cance of the results. In each protocol, the score(s) of the
algorithm(s) that significantly outperformed the other
algorithms is(are) in bold. In Table 1 statistical sig-
nificance was based on randomized paired sample tests
(p < .05) (Sharma & Poole 2001), while in Table 2 it
was based on ANOVA with the Bonferroni procedure
at 90% confidence level (as in (Breese, Heckerman, &
Kadie 1998)).

Exploring New Evaluation Measures

Although MAE has become a standard metric for com-
paring CF algorithms, we argue that it is based on

an unrealistic assumption about what it means for a
recommendation to be effective. MAE relies on view-
ing the recommendation process as a machine learning
problem, in which recommendation quality is equated
with the accuracy of the algorithm’s prediction of how
a user will rate a particular item. This perspective is
missing a key aspect of the recommendation process.
The user of a recommender system is engaged in decid-
ing whether or not to experience an item (e.g., whether
or not to watch a movie). So, the value of a recommen-
dation critically depends on how the recommendation
will impact the user decision making process and only
indirectly on the accuracy of the recommendation. For
illustration, consider a user who will watch only movies
whose predicted rating p, ; is greater than 3.5. Now,
consider the following two predictions for that user:

(i) pa,j = 0; when o, ; = 2; (Absolute Error = 2)

(1) pa,j = 3; when o4 ; = 4; (Absolute Error = 1)

The Absolute Error in (i) is greater than the one in
(i1). However, in terms of user decision quality, (i) leads
to a good decision because it entails that the user will
avoid watching a movie that she would not have liked,
while (ii) leads to a poor decision, because it entails
that the user will miss a movie that she would have
enjoyed.

The key point of this example is that in measuring
the quality of a recommendation we should take into ac-
count the criterion used by the user in deciding whether
or not to accept the recommendation. When the rec-
ommendation is provided as a predicted rating, a sim-
ple plausible criterion is a user specific threshold in the
range of possible ratings. The user will accept a rec-
ommendation when the prediction is greater than the
threshold.

More formally, let 6, be a user specific threshold (in
the range of possible ratings) such that:

Pa,j > 0o = select(a, j)

where, as before, p, ; is user a’s predicted rating for
item j, and select(a,j) means that user a will select
item j (e.g., the user will watch the movie).

Then, the quality of a recommendation p, ;, which
we call User Gain (UG), can be defined as:

Oa,j — oa if Pa,j Z 911
UG(pa,;) = {
0o — 0q,; otherwise

where, as previously defined, o, ; is user a’s observed
rating for item j.

The first condition covers the situation in which, since
the prediction is greater than the threshold, the user
will decide to experience the item and will enjoy it to the
extent that its true rating is greater than the threshold.
The second condition covers the situation in which the
user will decide not to experience the item. In this
case, the user will gain to the extent that the item’s
true rating is smaller than the threshold.

Similarly to MAE,, we can also define the active user
Mean User Gain (MUG,,) as:
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MUG, = — Z UG (pa.;)
7€Pa

and MUG as the average MUG,, for the test set

A comparison between the UG measure and the RS,
measure (see section on CF evaluation strategy and
measures) reveals that the two measures are interest-
ingly related. And, we argue, UG can be effectively
used to improve RS,. In RS, the utility of an item is
computed as maz(oq,; — d,0). If we substitute in this
expression d (the default rating) with 6, (the user’s
threshold) and we admit negative utilities (by remov-
ing the max operator), the utility computed in RS, is
the same as the one computed in the first condition of
UG (i.e., when p,; > 6,). Now let’s examine these
transformations and their effect in order.

e 0, is just a more adequate version of d. While d is a
neutral rating for the dataset 4, 6, is a neutral rating
for the active user decision strategy.

e If the user experiences an item whose true rating is
below 6, she will be disappointed. So, it is sensible
to admit negative utilities.

Now, why is RS, covering only the first condition
of UG? We believe the underlying assumption is that,
since the ranked list is presenting the items with the
highest predicted rating in the dataset, for all these
items pg ; is assumed to be greater than 6,. However,
when that is not necessarily the case a more compre-
hensive definition of RS, would be:

|
UG
RS, ZUG Paj) * 550/

In order to evaluate a CF algorithm, the RSY%s for
all the users in the test set need to be combined. Un-
fortunately, we cannot apply the same formula we used
in RS to combine all the RS, because RSUY can be
negative and this would lead to unintuitive results. A
preliminary more intuitive way to combine the RSY%s
is simply to compute their average. We call this sum-
mary measure RSYY. Notice that the higher the RSVY,
the more accurate the collaborative filtering algorithm
is.

As a final note, we discuss how previous attempts
to use MAE by taking into account the user decision
process did not really address the core of the problem.
Shardanand and Maes (Shardanand & Maes 1995) and
Pennock et al. (Pennock et al. 2000) proposed that
the accuracy of a CF algorithms should be evaluated
only on items whose observed ratings are extreme (very
high or very low). The supposition is that, most of the
time, people are interested in suggestions about items

ATypically, d is either the midpoint of the rating range
or the average of all ratings in the dataset (2.5 and 3.04
respectively in the Eachmovie database). So, d may not
have any relation with any user decision criterion.
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Again, assume that for any movie sou can get a relishle rating tailored to our preferences ona
geale from 0 to 5 (where 0 means an awful movie and 5 means a great movie).

Wold w0 g0 to 2 movie-theater (and spend ~10%) to watch a movie with rating 1 9

Yes Hot sure Ho

Wonld wou g0 to 2 movie-theater (and spend ~105) to watch a movie with rating 57

Yes ot sure Ho

... (same quesion for all remaiing ratings: 2, 3 and 4)

Figure 1: Portion of the questionnaire to assess 0,

they might like or dislike, but not about items they are
unsure of. Pennock et al. (Pennock et al. 2000) defined
the extreme ratings as those which are 0.5 above and 0.5
below the average rating in the dataset. In light of our
analysis of MAE, this proposal is clearly problematic.
Since intuitively 6,s should correspond to non-extreme
ratings (more on this in the following section), errors on
items with non-extreme ratings are more likely to lead
the user to make poor decisions (e.g., watching movies
she will not enjoy). So, if you wanted to use MAE
trying to take into account the user decision process,
you should focus on non-extreme ratings, rather than
on extreme ones.

Elicitation Study

The MUG, measure relies on a user specific threshold
0., which determines whether the user will choose to
experience an item given its predicted rating. Thus, in
order to apply UG in any domain, you need either to
elicit 8, from all users, or to elicit 6, from a sample
of users and then use the sample to compute a 6 that
can be usedAas a default 6, for all users °. To obtain a
reasonable 0 for the movie domain, we have performed
a user study in which participants filled out a question-
naire about their preferences and decision strategies in
that domain.

The questionnaire was first checked with a few pilot
participants and then was administered to 27 partici-
pants (students and faculties at UBC). Of these 27, 5
were eliminated from the study because of procedural
faults. The questionnaire consists of two parts: one to
elicit the user specific 6,; the other to elicit the user util-
ity function (in the decision-theoretic sense) for movie
ratings. The reason for assessing the user’s utility func-
tion was to obtain further independent support for the
estimate of 6.

Figure 1 shows the part of the questionnaire that as-
sesses 0,. We left the definition of the ratings as gen-
eral as possible “.where 0 means an awful movie and

50 should not be confused with the d in RS. @ is based
on a user decision criterion, while d only depends on the
dataset.



Figure 2: Counts for values of 6,,.

5 means a great movie” to preserve as much as possi-
ble the generality of the assessment. In interpreting the
participant answers, we applied the following schema.
If the participant marks “not sure” for a certain rat-
ing, 0, is assigned that rating. Whereas, if the par-
ticipant does not mark any rating as “not sure”, then
0, is assigned the midpoint between the highest rating
for which the participant answered “no” and the lowest
rating for which the participant answered “yes”. The
results of the analysis of this portion of the question-
naire are shown in Figure 2. The mean of our sample for
0, is 2.98. So, we assume 2.98 as a reasonable estimate
for § in the movie domain.

A second portion of the questionnaire elicited the par-
ticipants’ utility function for movie ratings. This was
based on the classic probability-equivalent (PE) proce-
dure.

The outcomes of the utility elicitation process are
summarized in Figure 3. The figure compares a lin-
ear utility function with what we call the “average”
utility function for our participants. This function is
computed by averaging for each rating the utility of all
participants.

When aggregated in this way, the users’ utility func-
tions provide independent evidence on the position of 6
on the rating scale. Several studies in behavioral deci-
sion theory have shown that people are risk — adverse
(their utility function is concave) when they believe
they are gaining, while they are risk — seeking (their
utility function is convex) when they believe they are
losing (Clemen 1996). Figure 3 indicates that people
on average believe they are gaining when they watch a
movie whose rating is greater than 3 (the average utility
function is concave) and believe they are losing when
they watch a movie whose rating is less than 2 (the av-

erage utility function is convex). Thus, a reasonable 6
must lie in that interval.

Applying MUG and RSY¢

We have applied MUG and RSY® in comparing the
same three CF algorithms that were compared with

0.50 —e—averages

0.40 oY 0.39

—=—linear

0.14

Figure 3: A comparison between a linear utility func-
tion and the one computed by averaging for each rating
the utility of all participants.

Table 3: MUG scores on the EachMovie data.
Note: scores are expressed on the [—maz(0,5 —

0), +maxz(f,5 — 0)] rating interval ([-2.98,42.98] in our
experiments) and higher scores are better.

Algorithm Protocol

AllButl  Givenl10 Givend Given2
Noisy-Best | 0.71 0.70 0.62 0.52
PD 0.58 0.54 0.52 0.09
Correl 0.78 0.60 0.52 0.37

MAE in (Sharma & Poole 2001) and that we compared
with RS in this paper. As it was the case for (Sharma
& Poole 2001), we run our testing on the EachMovie
database. This database specifies the user-item matrix,
but does not provide any information on user specific
0,s. Therefore, we used the default estimates we obtain
from our elicitation study. 6 = 2.98 was used in all the
experiments.

Results for MUG and RSY“ are shown in Table 3
and Table 4 respectively. In all these tables, as we did
before, in each protocol, the score(s) of the algorithm(s)
that significantly outperformed the other algorithms are
in bold. Statistical significance was based on ANOVA
with the Bonferroni procedure at 90% confidence level
(as in (Breese, Heckerman, & Kadie 1998)).

Let us start by examining the results for MUG in
Table 3. Noisy-Best is the best performer in all pro-
tocols except for AllButl, in which Correlation is the
best. When these results are compared with what was
obtained with MAE (see Table 1), the most noticeable
difference is that in the AllButl protocol Correlation is
the winner for MUG, whereas it was the loser for MAE.
The explanation for this (which we verified empirically)
is that in the AllButl protocol Correlation is the most
precise algorithm in predicting movies whose observed
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Table 4: RSYC scores on the EachMovie data. Note:
the maximum value for this measure in our experiments
was 1.72 (which is the average of the utilities of the best
possible ranked list for all users in the test set) - higher
scores are better.

Algorithm Protocol

AllBut!l  Given10 Givend  Given2
Noisy-Best | 1.04 0.96 0.95 0.83
PD 0.77 0.73 0.71 0.35
Correl 1.04 0.75 0.61 0.43

value is close to 6 (i.e., observed-value= 3). And UG, by
definition, is more sensitive to errors in that proximity.

The results for RSYY mirror the ones that were ob-
tained for RS. This is not surprising given that we had
to use 6 instead of user-specific 8,s and given how close
6 was to the neutral rating of the dataset 6. In detail,
Noisy-Best is the best performer for RSY¢ in all pro-
tocols with Correlation performing at the same level in
the AllButl protocol. A plausible explanation for Cor-
relation performing less well in RSY% than in MUG is
the following. In RS-measures items are ranked with
respect to their predicted value. This ranking is then
used to weight the utility gain of each prediction, with
more weight given to higher ranked items. Since Corre-
lation is more precise only in predicting movies whose
observed value is close to é, it will be more precise only
in predicting items that will tend to be ranked in the
middle of the ranking and therefore will tend to be mod-
estly weighted. As a result, the advantage of Correla-
tion in MUG plays a more limited role in RSY€.

In general, we claim the outcomes of our evaluation
using MUG and RSY€ are more valuable than the ones
presented in previous studies using MAE and RS, be-
cause MUG and RSYC are arguably more realistic mea-
sures of recommendation quality than MAE and RS.

Conclusions and Future Work

Performance measures for testing algorithms should be
based on realistic assumptions on how the output of
those algorithms is used in practice. Algorithms for
CF predict how a user will rate a particular item and
these predictions are used by users to decide whether
or not to select that item. Thus, performance measures
for CF should take into account how predicted ratings
influence the user’s decision.

We noted that MAE, the most popular performance
measure for CF, is inadequate in this respect, because it
focuses exclusively on the accuracy of the predictions,
without consideration for their influence on the user
decision. To overcome this limitation, we have proposed
the new measure of performance MUG that tries to
quantify how much a user is going to gain from decisions
based on CF predictions.

SBut this may not be the case for other datasets or
domains
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We have shown that UG (the basic component of
MUG) presents interesting similarity with RS, another
performance measure commonly used in CF, and we
have described how UG can be used to define a more
plausible RS.

We have also presented the results of a user study
in which we elicited from actual users their decision
thresholds and their utility functions in the movie do-
main. This information was then used in performing a
comparative evaluation of CF algorithms with respect
to our new measures of recommendation quality. The
main outcome of this evaluation is that while according
to MAE Noisy-Best is the top performer in all proto-
cols, according to MUG Correlation wins in the AllBut1
protocol. As for RSU the results mirror the ones ob-
tained for RS. However, this may change if user-specific
utility thresholds are used.

We envision at least two future extensions for our
research. First, we plan to collect a new dataset that
includes not only the user/rating matrix but also user
specific 8,s. On this dataset, it will be possible to
evaluate CF algorithms with MUG without having to
rely on a default threshold. A second direction, we
intend to pursue, consists of applying our new mea-
sures to both other CF algorithms (e.g., Bayesian Net-
works) and other datasets (e.g., the Nielsen TV viewing
dataset) in order to verify the generality of our findings.
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