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Abstract

In order to reduce computational and storage
costs of learning methods, we present a proto-
type selection algorithm. This approach uscs in-
formation contained in a connected neighborhood
graph. It determines the number of homogencous
subsets in the RP space, and uses it to fix the
number of prototypes in advance. Once this numn-
ber is determined, we identify prototypes apply-
ing a stratified Monte Carlo sampling algorithn.
We present an application of our algorithm on a
simulated example, comparing results with those
obtained with other methods.

Introduction

Selection of relevant prototype subscts has interested
numerous searchers in pattern recognition for a long
time. For example, non parametric classification meth-
ods such as k-nearest-neighbors (Hart 1968), Parzen's
windows (Parzen 1962) or more generally methods
based on geometrical models (Sebban 1996), (Preparata
and Shamos 1085), have the reputation to have high
computational and storage costs (Jain 1997), (Watson
1981), (Devijver 1982). Actually, the belonging class
determination of a new instance often requires distance
calculations with all points stored in memory. Never-
theless, the simplicity of these approaches encourages
scarchers in pattern recognition to build strategies Lo
reduce the size of the learning sample, keeping classifi-
cation accuracy (Hart 1968), (Gates 1972), (Ichino and
Sklansky 1985) and (Skalak 1994).

[ntuitively, we think that a small number of proto-
types can have comparable perfortnances (and perhaps
higher) to those obtained with a whole sample. We
justify this idea with two reasons :

1. Some noises or repetitions in data could be deleted,

2. BFach prototype can be viewed as a supplementary
degree of freedom. If we reduce the unmber of proto-
types, we can sometimes avoid overfitting situations.
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Figure 1: Point pruning by the rectangle mcthod : 2
points are linked by an edge if the rectangle covering
them does not contain any point ; points 1 and 2 are
then deleted because the are not linked to any poiut of
the set.

To reduce storage costs, some approaches use algo-
rithms selecling misclassified instances such as the con-
densed nearest neighbors (Hart 1968) which allows to
find a consistent subsel, i.c. by correctly classifying
all the remaining points in the sample set. In {Gates
1972), the author proposes the reduced nearest neigh-
bor rule which improves the previous algorithm finding
the minimal consistent subset if this one belongs o the
Hart's consistent subsct.

Among the other available algorithins, Ichino and
Sklansky, in (Ichino and Sklansky 1985), propose to
take into account empty rectangles linking points be-
longing to diflerent classes to sclect prototypes (fig-
ure 1).

In (Skalak 1994), the author suggesis iwo different
prototype selection algorithins : the first one is a Monte
Carlo sampling algorithm ; the second one applies ran-
dom mutation hill clinbing, where fitness function is
the classification success rate on the learning sample.
Our approach presented in this article is derived from



the first one. This is the reason why we briefly review
in the next section the useful aspects of the Skalak's se-
lection algorithm. This method being limited to simple
problems where classes of patterns are easily separable,
we propose in section 3 an extension of the principle
which determines in advance the number of prototypes
from a connected neighborhood graph. In order to show
the interest of our approach, we apply the algorithm on
an example in section 4.

The Monte Carlo Sampling Algorithm

The principle of the Monte Carlo method is based on
repeated stochastic trials (n). This way to proceed al-
lows to approximate the solution of a given problem.
In (Skalak 1994), the author suggests the following al-
gorithm to determine prototypes. The number of pro-
totypes (m) is fixed in advance as being the number of
classes to learn.

1. Select n random samples, each sample with replace-
ment, of m instances from the training set.

2. For cach sample, compute its classification accuracy
on the training set using a 1l-nearest neighbor algo-
rithm (Cover and Hart 1967).

3. Select the sample with the highest classification ac-
curacy on the training set.

4. Classify the test set using as prototypes the sample
with the highest classification accuracy on the train-
ing set.

This approach is simple to apply, but to fix m as
being the number of classes is restrictive. Actually, it
is limited to simple probleins where classes of patierns
are easy Lo scparate. We can imagine some problems
where the m classes are mixed, and where m prototypes
are not sufficient. In the next section, we propose an
improvement of this algorithm, searching for the num-
ber of prototypes in advance, and applying aflerwards
a stratified Monte Carlo sampling.
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Figure 2: Examples of gecomctrical structures : on the
one hand, the first example (a) shows a simple problem
dealing with 2 classes (black and white). These classes
are represented by two main structures of points be-
longing to the same class ; on the other hand, the sec-
ond example (b) shows mixed classes, with numerous
geometrical structures.

Homogeneous Subsets Extraction and
Prototypes Selection

We think that performances of a learning algorithm,
whatever the algorithm may be, depends necessarily
on geometrical structures of classes to learn (figure 2).
Thus, we propose to characterize these structurcs in R?,
called homogeneous subsets, from the construction of a
connected neighborhood graph.

Definition 1 : A graph G is composed of a set of ver-
tices noted ¥ linked by a set of edges noled A ; they are
thus the couple (¥,4).

Definition 2 : A graph is considered connected if, for
any couple of points {a,b} € £2, there erists a series of
edges joining a to b.

We automatically determine the number of proto-
types applying the following algorithm :

1. Construction of the minimum spanning tree. This
neighborhood graph is connected and contains the
nearest neighbor of each point (figure 3).

Figure 3: Minimum Spanning Tree (MST) : in this
graph the edge length sum is miniinum. From n points.
the MST has always n-1 edges.

2. Construction of homogeneous subsets, deleting edges
connecting points which belong to different. classes
(white and bdlack). Thus, a homogeneous subset is a
connected sub-graph of the Minimum Spanning Tree
(figure 4).
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Figure 4: Homogeneous subsets
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The number of homogeneous subsets seems to charac-
terize the complexity to learn classes of patterns. Thus,
the more this number is high, the more the num-
ber of prototypes must be high. Actually, when the
problem is simple to learn (figure 2.a), & small number
of prototypes is sufficient to characterize all the learn-
ing set. On the contrary, when the problem is complex
(ligure 2.b), the number of prototypes converges on the
number of learning points. Thus, we decide to fix the
number of protolypes in advance as being the number
of homogeneous subsets. Afterwards, we search for the
best instance of each homogencous subset to identify
its prototype. To do that, we apply a stratificd Monte
Carlo sampling,
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Figure 5: Example with two classes and 100 points

Example
Presentation

We apply in this section our prototype selection algo-
rithm. Qur problem is a simulation, with two classes C,
and (' {figure 3), where :

. ('} contains 50 black points : YXi € O, Xi =

N(u,oq)

2. Cy contains 50 white points ; ¥YXi € (5, Xi =
N(u.0y), where a; > oy,
With these parameters we wanted to avoid two cx-

treme situations :

1. the 2 classes are lincarly separable. In this case (1oo
simple) 2 prototypes are sufficient.

2. the 2 classes arc totally mixed. In this case (too com-
plex) the number of prototypes (m) converges on the
number of points (n).

The validation set is composed of 100 new cases,
equally chosen among the two classes () and Cy.
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m=382 | m=2 | whole set
[ Success Rate |~ 71% % 3%

Table 1: Results obtained on a validation set : the first
column corresponds to the success rate obtained with
our procedure ; the second corresponds to the Skalak’s
method, and the third one to the success rate obtained
without reduction of the learning sct

Results

In order to show the interest of our approach we want.
to verify that the reduction of the learning sct does
not reduce significantly the recognition performances of
the model buill on this new learning sample. We st
verify that the success rate obtained with the subset is
not significantly weaker than the onc obtained with the
whole sample.

Applying our algorithm of homogencous subset ex-
traction, we obtain m = 32 struclures (figure 6). Re-
sults are presented in the table 1, with # = 100 trials.

This experimment shows that our algorithm allows to
obtain a large reduction in storage. and results are close
to those obtained with the whole learning set.. The ap-
plication of a frequency comparison test does not show
a significant difference between the two rates (71% vs
73%). On the contrary, we bring Lo the fore with Lhis
cxample the limits of the Skalak’s algorithm. where the
number of protolypes is fixed in advance as the nnnber
of classes.

Figure 6: Minimmm Spanning tree built on the training
sample ; edges linking points which belong to different
classcs are deleted ; then, we obtain 32 homogeneous
subscts.



Conclusion

We think that the reduction of storage costs of a learn-
ing set is closely related to the mixing of classes. In
this article we have proposed to characterize this mixing
by searching for geometrical structures (called homoge-
neous subsets) that link points of the same class. The
smaller the number of structures is, the more the re-
duction of storage costs is possible. The main interest
of our approach is to establish a priori the reduction
rate of the learning set. Once the number m of pro-
totypes is a priori fixed, numerous methods to select
them are then available : stochastic approaches, genetic
algorithms, etc. We have used a Monte Carlo sampling
algorithm to compare our approach with other works.
Nevertheless, we think that the 1-nearest neighbor rule
is not always adapted to classes with different stan-
dard deviation. Then, we are working on new labeling
rules which take into account other neighborhood struc-
tures : Gabriel structure, Delaunay polyhedrons, Lunes,
etc. (Preparata and Shamos 1985). These decision rules
may allow to extract better prototypes from homoge-
neous subsets, using not only the 1-nearest neighbor to
label a new unknown poinl but also the neighbors of
neighbors.
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