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Abstract

This paper' presents a computational method for the
recognition of the cohesive and coherence structures
of texts. A large lexical knowledge base built on top
of WordNet provides with the lexico-semantic infor-
mation that needs to be mined. A path-finding al-
gorithm returns the cohesive structure of a text with
results that outperform previous approaches.

The lexical paths contained in the cohesive structures
are used to (1) build patterns of association between
cue phrases and coherence relations and (2) to find the
lexical characteristics of coherence categories. Finally.
the textual coherence structure is recognized by giving
priority to the coherence constrains induced by cue
phrascs. The paper presents also the performance of
building the coherence structure for several texts.

Introduction

In a text, a sequence of sentences tends to convey in-
formation about a certain topic. and by doing so, they
use related words, providing the texi with the qual-
ity of unity. This property of sentences of “sticking
together™ to function as a whole, as defined in (Hal-
liday and Hassan 1976) and (Morris and Hirst 1991)
is known as eohesion. A\ sequence of sentences in a
text must also display logical connections. accounting
for the coherence of the text. If cohesion is a term for
sticking together. then colierence is a term for making
sense.

In this paper. we revisit the notion of lexical cohe-
sion, and present its contribution to the evaluation of
text coherence. We make use of the vast lexical knowl-
edge rendered by WordNet (Miller 1995) to build lex-
ical paths spanning the words of texts. Lexical cohe-
sion, resulting from novel techniques of scarching the
WordNet thesaurus, is shown to contribute to an au-
tomatic approach of discourse coherence analysis. We
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develop a methodology of discovering coherence pat-
terns from the lexical cohesion of texts, using an initial
set of coherence rules inspired by the Hovy's taxonomy
of discourse relations (Hovy 1993). lts performance is
cotupared to Marcu’s recent Rhetorical Parser(Marcu
1997).

The WordNet lexical database

WordNet (Miller 1995) 1s a machine-readable dictio-
nary designed at Princeton, following psycholingnis-
tic principles. Unlike standard alphabetical dictionar-
ies which organize vocabularies using morphological
similarities. WordNet organizes lexical information in
terms of word meanings. WordNet encodes 91,595 sets
of synononym words (know as synsdts), covering the
large majority of English nouns, verbs. adjectives and
adverbs. Words having multiple semantic meanings
belong to as many synsets as their meanings, which
are ordered along their frequency of occurance in real
Lexts.

Words and their underlying concepts are linked in
WordNet through thirteen types of lexico-semantic re-
lations. presented in (Miller 1995). Most of the 391,885
relations encoded in WordNet are represented by is-a
relations that create hierarchies of nouns and verbs.
Some meronym (is_parl, is_member, has_stuff) relations
between noun concepts are also represented. Addition-
ally, verbs are connected through two kind of seman-
tic relations inspired by logic implications: cntail and
cause_to. There are also relations that are induced by
derivational morphology: pertaynym and attribute.

The existing semantic network can be enriched with
more relations, inspired by the typical thematic roles
encountered in real world texts. Somie of these rela-
tions are: agent, object. instrument. beneficiary, loca-
tion, state. rcason, theme or manner. Such relations
were acquired from the corpus of gloss definitions pro-
vided by WordNet, and called gloss relations. This is
part of the methodology of mapping the gloss defini-
tions into semantic networks, presented in (larabagiu
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1997).

A path-finding algorithm

A path-finding algorithi was designed to find semantic
paths between the words of a text. Tt cousists of four
steps. that successively perform searches in WordNet.
and consolidate the cohesion structures. The search
mechanism uses three types of primitives that con-
struct a semantic path between a pair of concepts by
using a different set of knowledge base relations, These
primitives establish between a pair of WordNet cou-
copts (€. () ¢ (1) simple connections when there 1s a
concept. (Cy such that there is a sequence of WordNet
relations r, from 'y to '3 and another one from € to
32 (1) loss conneelions if there is a sequence of gloss
relations 7, from 'y to a gloss concepl Cy and another
one from (75 to ('3: and (iii) combined connections if
there 1s a WordNet or a gloss concept (s such that it
is connected to ('p and ("5 by sequences of WordNet
or gloss relations. ‘L'hese primitives are nsed over and
over in all the four steps of the path-finding algorithin:

Step 1: Find paths that explain textual relations
For a given lexical relation r that links concept; 10
concepl . the search strategy is to look for the same
lexical relation » in the glosses of nearby concepts.
We have investigated three methods that have differ-
ent search strategies. The first method searches for
relation » first in the gloss of conee pt; and then in the
glosses of coneepts that connect with coneopt; via sim-
ple/gloss/combined paths. When relation r is found
in such a gloss, connectious are songht between the
destination concept of that relation and coneapt .

The second method is used when ris adjacent in
the text to a relation ry. This method searches for
relation r in the glosses of concepts linked via a simn-
ple/gloss/combine connection to the address coucept
of r1. When relation »is found in such a gloss, con-
nections are sought between the destination concept of
that relation and concept,.

Finally, the third method, searches first for all
glosses that contain coneept; and tarks the concepts
in these glosses as gloss_coneept;. Then. the wethod
searches for relation r in the gloss of some concept
that connects Lo any of the gloss_coneept; identified be-
fore. When relation ris found, simple/gloss/combined
connections are sought. between its destination concept
and concept;.

Step2: Determine the local context of a sentence

The role of this step is to merge the paths found in
Step 1 for all lexical relations of a sentence into a graph
where coniuon concepts are not repeated. This consol-
idated graph is considered to represcut the context of
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that sentence. The result of this step is a wel of con-
cepts connected through relations that were building
the paths detected at step 1.

Step3: Find cohesion paths between sentences
This step takes advantage of the collective meaning of
all sentences in the fext by linding connections bet ween
the local contexts. We have developed three differem
ways of retrieving connections between the concepts
of different sentences. One way is to lind knowledge
base paths between the verbs of one sentence and the
e rbs of the other sentence. We select only verbs sinee
they induce the dominant knowledge of a sentence:
knowledge about actions. states or events, The second
method finds paths between the verbs of one sentence
and the nodes of the local context of the other sen-
tence. A third way is to pair the nodes from the local
contexts ol one sentence with the nodes from the local
context of the other sentence. For each sentence, its
connections 1o all previously processed sentences are
searched,

Step4: Consolidate the cohesion structure of a text
The global cohesion structure of a sequence of sen-
tences is achieved by eliminating the repeating con-
cepts throughout textual paths and local contexts,
First. the comimon concepts between the textual con-
nections are reduced by applying the same procedure
as the one nsed in Step 2 for building the local contexts,
Then. this new structure is matehed against each local
context. and cottmon concepts are further reduced,

Lexical paths as forms of cohesion
The first algorithm that searched for lexical cohesion
relations in texts was devised by Morris and Hirst,
Their approach found well over 90% of the iutuitive
lexical relations from a set of five examples presented
in (Morris 1988). and was able to retrieve 11 out of
the 16 nonsystematie lexical chains given as examples
in (Halliday and Hassan 1976) (thos an 879 recall).
These promising results prompted the consideratiou of
using WordNet for the detection of lexical cohesion re-
lations from the large corpus provided by Treebank
(Marcus er al.1993). In the process. we discovered in-
teresting associations with the approach of Morris and
Hirst. as well as complex divergences.

The algorithm devised by Morris and Hirst to build
lexical chains uses five types of thesaural relations that
can be generalized 1o the sitnple. gloss or combined
connections used by the path-finding algorithin. 1In
contrast. the path-finding algorithm provides with a
wealth of lexical colhesion relations. most of then nun-
covered by the algorith of Morris and Hirst.  For
exatuple. for the text presented in (Morris and Hirst
1991), we found 38 lexical paths as opposed to their 9



lexical chains. Qur results, fully detailed in (llarabagiu
1997) show an increase in the recall with 14%. The pre-
cision is enforced as well, since the paths have to comn-
ply with the constraints of the local contexts. Even for
the paths that correspond to their lexical chains, the
inter-relationships between the words were more dense.

Cue Phrases as Coherence Indicators

Discourse cue phrases are words and phrases that sig-
nal information regarding ihe logical flow of the dis-
course, e.g. the coherence relations among discourse
fraginents. However, the majority of the cue phrases
are ambiguous, in the sense that they have also alter-
native meanings, where the word doesn’t contribute to
the discourse level semantics, but rather to the seman-
tic meaning of the sentences.

Building on the previous work encompassing the
studies presented in (Hirshberg and Litman 1993),
(Siegel and McKeown 1994). (Grosz and Siduer 1996),
the approach used in (Marcu 1997). extends the prob-
lemn of cue phrase disambiguation by distinguishing the
discourse sense of a cue phrase into finer meanings, cor-
responding to the rhetorical relations it indicates. Our
approach has many similarities with Marcu™s method
because we focus on the recognition of a basic set of re-
lations derived from the top of the taxonomy obtained
by Hovy in (Hovy 1993).

The cardinality of the set of potential discourse
tnarkers we considered is far sinaller than the one used
by Marcu. We have been considering only 29 cue
phrases. as opposed to Marcu’s study of 450 discourse
markers. The difference 1n size may be motivated by
the fact that we aimed at complex lexico-semantic pro-
cessing of each example. and thus required more effort
per cue phrase.

Since our focus is on the correspondence hetween
cue phrases, semantic paths and coherence rela-
tions, we gathered all the paths tagged with the
same cue phrase and the same coherence relation in
classes C:_':,‘,:(,—,_’:',','l'_‘:”_"",m,-u". Next each path from every
AR :':,':"’_‘,_P[ atron 15 transformed into a pattern by ap-
plying the following succession of operations:

o 1. Every synset is replaced with its part-of-speech
tag. Therefore, every concept is represented only by
its syntactic category.

o 2. Successions of the same relation in a path are
substituted by an instance of that relation, connecting
the first and the last argument of the chain.

o 3. Every succession of gloss relations is replaced by
a stngle relation, connecting the first gloss concept to
the last gloss concept from path. This new relation is
associated with a list, containing all the labels of the
relations it substitutes in the original path.

o 4. Pattern extraction is performed, by identifying
the longest subpath that is common to most of the
members of the class. Patterns are formed as regular
expressions (of part-of-speech tags and directed rela-
tion labels) in which the common subpath is identical,
whereas the disjoint parts gather all the substitutable
relations that can be found in the various transformed
paths of that class.

The evaluation of the cue-phrase disambiguation ap-
proach was performed on two different sets of texts,
pertaining to different genres: a collection of Wall
Street Jonrnal articles. using 1403 words, and a 1528
word loug fragment from the scientific abstracts pro-
vided by the U.S. Department of Energy, both avail-
able from the Treebank project. Three independent
Jjudges identified the meanings of the cue phrases and
validated the results of the disambiguation procedure.
The results show that 86.45% of the discourse senses
of the cue phrases were discovered with a precision of
72.91%, a result which is close to what Marcu obtained
(Marcu 1997) with a surface-based algorithm.

Text Coherence

It is well established that the structure of a text con-
tains more than the collection of the sentence struc-
tures: its meaning is determined by the logical rela-
tions between sentences. This additional meaning is
provided by the inferences establishing the interpreta-
tion of the text under the assumption that it is coher-
ent. Coherence inference relies on pragmatic knowl-
edge, using various aspects of commonsense reasoning
mechanisms. Here, we describe the effect of knowl-
edge gathered from a large lingunistic database on the
recognition of coherence relations and on the general
structure of the discourse.

We consider a taxonomy of coherence relations,
initially reported in (Maier and Hovy 1992) that
is mwapped into the coherence categories devised in
(Kchler 1995). These coherence categories are charac-
terized by properties that can be recognized from the
information brought forward by the lexico-semantic
paths. Lists of cohesive constraints. as indicated by
propertics of the sequences derived from the WordNet
paths. are derived and help recognize each coherence
relation.

The defining constraints of the coherence relations
also determine the text spans underlying the coher-
ence structure of a text. Resemblance or Cause-Effect
relations can be recognized between pairs of textual
units (clauses or sentences), whereas Contiguity rela-
tions organize the other binary relations into segments
of coherence structures. We favor this organization
of the textual coherence structure to the hierarchi-
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Figure 1: C'oherence structure based on semantic paths

‘al organization. The ouly other automatic method
of building the rhetorical tree of a text we are aware of
is the method implemented in (Marcu 1996). Marcn
reformulates the definition of the structure of a rext
as devised by the RS'T (Maun and Thompson [98K])
relations. He considers a formal rreatment of the co-
herence structure by relying on a shallow discourse an-
alvzer based on cue phrase information.

The inspection of the coherence and coliesion con-
straints imposed by the structure of semantic paths
triggers the discovery of Resemblunce and Canse-Effeet
relations. The Contiyuity relations are determined by
constraints that involve Rese mblanec or Cause-FEffi el
relations, producing a higher level of the text coherence
structure. Figure 1 illustrates a possible text coherence
structire.

The fact that coherence constraints use information
rendered by the cohesion paths permits the detection
of coherence even when cue phrases are not present
in a text passage is the main departure we take from
Marcu’s approach. The coherence structure of a text
is produced by the steps of the algorithm:

Algorithin build_cohere nec_structure (text)
T. Budd the se mantic paths spanning the terl:
2. Recognize discourse cue phrases and their
corre sponding cohe renee relation:
3. Find rescmblance and cause-cffect relation be hween
tert units connected by wmore than § semantic paths.
if (the cuc phrase indicates another cohcrenee relution)
then aclecl that relalion;
3. Find conliyuily relations spanning tert passage s
covered by a dense webs of semantic paths;
6. Qutput the coherence structure:
{cohercnce relation; text passage: semantic paths);

4.
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Discussion and evaluation

The performance evaluation of the algorithm for fiud-
ing the coherence structure of a text was done by con-
sidering more than 10 1exts from the Wall Steee ! Jour-
nal corpus available in the Treebank project. We have
then grouped the texts according to their length (e,
mumber of senfences) and analyzed the characteristics
of their coherence structures,

The results indicate that there are about 35% more
coherence relations than the number
text and that less than 30% of these
naled by cue phrases. This indicates a “lighter™ coher-
ence structure than that rendered by Maren's rhetor-
ical trees. which for a iext ol o units {and thus 2 /2

ol sentenees in a

relations are sig-

coherence relations hetween the pairs of textual unirs)
builds a binary tree with 297240 ehetorical relations.
Almost half of the coherenee relations are resemblance
relations and the mnnber of contiguity relations varies
slightly. The same measurements performed on texts
of different size indicate that in fact, the number of
coutignity relations depends on the size of the text,
For each of the texts upon which the algorithin
has built the coherence structures, three analysts con-
structed mamnally the discourse structure, given aceess
1o the semautic paths returned by the path-finding al-
gorithm for the texts. ‘Theu. separately, each analyst
was also given first. information regardiug the colier-
ence relation signaled by cue phrases and then the se-
mantic patterns derived from the paths, signaling co-
herence relations. Whenever at least two of the hu-
mans tagped a text passage with the same coherence
relation as the the vne in the automatic structure, we
considered a hit. in other cases a miss. Table | illus-



trates the precision and correctness obtained for five
texts from Treebank (Marcus et al.1993). The number
np stands for the number of coherence relations iden-
tified manually. »2 represents the number of relations
identified by the algorithm and nj is the number of
coherence relations correctly identified.

I Text [ 7i | n2 ] na | Recall | Precision ||
wOT7d1.par 40 51 25 TRA3% 49.01%
wOTdo.par || 33 39 19 S61%  48.71%
w0748.par || 35 43 21 81.39% 48.83%
w0T6d.par || 38 72 33 80.55% 45.83%
w(778.par 32 41 20 72.7'2%_ 45.45%

Table 1: Fvaluation of the coherence-structure build-
ing algorithm

The algorithm found around 80% of the coherence
relations. but the correctness of the relations is below
50%. The low precision has the explanation that it
was difficult to find agreement between the judgments
of the humans and the output of the algorithm. Qne
of the possible motivation for this may be the fact that
we considered an insufficient number of coherence rela-
tions. The inclusion of more relations from Hovy's tax-
onomy and the analysis of their dependence on seman-
tic paths may increase the precision of the algorithm.
Nevertheless, the values of the recall are acceptable.
showing that most of the coherence structure of the
texts was discovered.

[t would be interesting to measure the relevance
and correctness of the coherence structure returned
by this algorithim against a corpus of discourse struc-
tures, but unfortunately such resources are not yet
available in the computational linguistics community.
The only automatic coherence builder for English we
are aware of is Marcu’s Rhetorical parser, therefore we
assessed Lhe correctness of our algorithm by measur-
ing the agreement with the rhetorical structure built
by Marcu for the same text. The experiments are de-
tailed in (Harabagiu 1997) and show that we obtained
almost 80% identical coherence structures. The knowl-
edge inferred by the coherence structures of texts was
also used for solving coreference in texts and ported
significant improveruents in precision, fully detailed in
(Harabagiu 1997).
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