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#### Abstract

We study data mining where the task is description by summarization, the representation language is generalized relations, the evaluation criteria are based on heuristic measures of interestingness, and the method for searching is the Multi-Attribute Generalization algorithm for domain generalization graphs. We present and empirically compare four heuristics for ranking the interestingness of generalized relations (or summaries). The measures are based on common measures of the diversity of a population, statistical variance, the Simpson index, and the Shannon index. All four measures rank less complex summaries (i.e., those with few tuples and/or non-ANY attributes) as most interesting. Highly ranked summaries provide a reasonable starting point for further analysis of discovered knowledge.


## Introduction

The process of knowledge discovery from databases includes these steps: data selection, cleaning and other preprocessing, reduction and transformation, data mining to identify interesting patterns, interpretation and evaluation, and application [7]. The goal is to identify valid, previously unknown, potentially useful patterns in data [7; 9]. The data mining step requires the choice of four items: a data mining task (such as prediction, description, or anomaly detection), a representation language for patterns, evaluation criteria for patterns, and a method for searching for patterns to be evaluated. Within the category of descriptive tasks, summarization has received considerable attention and several fast, effective algorithms have been developed. The task of performing attribute-oriented generalization (AOG) requires the creation of a generalized relation (or summary) where specific attribute values in a relation are replaced with more general concepts according to user-defined concept hierarchies (CHs) [5]. If the original relation is the result of a database query, the generalized relation is a summary of these results, where, for example, names of particular laundry soaps might be replaced by the general concepts "laundry soap" or "aisle 9 " depending on the concept hierarchy. The GDBR

[^0]and FIGR algorithms perform attribute oriented generalization in $O(n)$ time (proven to be optimal) while requiring $O(p)$ space, where $n$ is the number of tuples in the input relation, and $p$ is the number of tuples in the summaries (typically $p \ll n$ ) [5].

Until recently, AOG methods were limited in their ability to efficiently generate summaries when multiple CHs were associated with an attribute. To resolve this problem, we previously introduced new serial and parallel AOG algorithms $[12 ; 16]$ and a data structure called a domain generalization graph (DGG) [12; 13; 16; 21]. A DGG for an attribute is a directed graph where each node represents a domain of values created by partitioning the original domain for the attribute, and each edge represents a generalization relation among these domains. Given a set of DGGs corresponding to a set of attributes, a generalization space can be defined as all possible combinations of domains such that one domain is selected from each DGG. Our algorithms generate the summaries by traversing the generalization space in a time- and space-efficient manner. When the number of attributes to be generalized is large or the DGGs associated with the attributes are complex, the generalization space can be very large, resulting in the generation of many summaries. If the user must manually evaluate each summary to determine whether it contains an interesting result, inefficiency results.

We study data mining where the data mining task is description by summarization, the representation language is generalized relations, the evaluation criteria are based on heuristic measures of interestingness, and the method for searching is the Multi-Attribute Generalization algorithm [12] for domain generalization graphs. In [15], we proposed four heuristics, based upon information theory and statistics, for ranking the interestingness of summaries generated from a database. Preliminary results suggested that the order in which the summaries are ranked is highly correlated among these measures. In this paper, we present additional experimental results describing the behaviour of these heuristics when used to rank the interestingness of summaries.

Techniques for determining the interestingness of discovered knowledge have previously received some attention in the literature. A rule-interest function is
proposed in [20] which prunes uninteresting implication rules based upon a statistical correlation threshold. In [2], two interestingness functions are proposed. The first function measures the difference between the number of tuples containing an attribute value and the number that would be expected if the values for the attribute were uniformly distributed. The second function measures the difference between the proportion of records that contain specified values in a pair of attributes and the proportion that would be expected if the values were statistically independent. A measure from information theory, called KL-distance, is proposed in [8] which measures the distance of the actual distribution of terms in text files from that of the expected distribution. KL-distance is also proposed in [12] for measuring the distance between the actual distribution of tuples in a summary to that of a uniform distribution of the tuples. In [25], another measure from information theory is proposed which measures the average information content of a probabilistic rule. In [19], deviations are proposed which compare the difference between measured values and some previously known or normative values. In [11], two interestingness measures are proposed that measure the potential for knowledge discovery based upon the complexity of concept hierarchies associated with attributes in a database. A variety of interestingness measures are proposed in [18] that evaluate the coverage and certainty of a set of discovered implication rules that have previously been identified as potentially interesting. In [1], transaction support, confidence, and syntactic constraints are proposed to construct rules from databases containing binary-valued attributes. A measure is proposed in [10] which determines the interestingness (called surprise there) of discovered knowledge via the explicit detection of occurrences of Simpson's paradox. Finally, an excellent survey of informationtheoretic measures for evaluating the importance of attributes is described in [26].

Although our measures were developed and utilized for ranking the interestingness of generalized relations as described earlier in this section, they are more generally applicable to other problem domains, such as ranking views (i.e., precomputed, virtual tables derived from a relational database) or summary tables (i.e., materialized, aggregate views derived from a data cube). However, we do not dwell here on the technical aspects of deriving generalized relations, views, or summary tables. Instead, we simply refer collectively to these objects as summaries, and assume that some collection of them is available for ranking.

The remainder of this paper is organized as follows. In the next section, we describe heuristics for ranking the interestingness of summaries and provide a detailed example for each heuristic. In the third section, we present experimental results and compare the four interestingness measures. In the last section, we conclude with a summary of our work and suggestions for future research.

## Interestingness

We now formally define the problem of ranking the interestingness of summaries, as follows. Let a summary $S$ be a relation defined on the columns $\left\{\left(A_{1}, D_{1}\right),\left(A_{2}, D_{2}\right), \ldots,\left(A_{n}, D_{n}\right)\right\}$, where each ( $A_{i}, D_{i}$ ) is an attribute-domain pair. Also, let $\left\{\left(A_{1}, v_{i 1}\right),\left(A_{2}, v_{i 2}\right), \ldots,\left(A_{n}, v_{i n}\right)\right\}, i=1,2, \ldots, m$, be a set of $m$ unique tuples, where each ( $A_{j}, v_{i j}$ ) is an attribute-value pair and each $v_{i j}$ is a value from the domain $D_{j}$ associated with attribute $A_{j}$. One attribute $A_{n}$ is a derived attribute, called Count, whose domain $D_{n}$ is the set of positive integers, and whose value $v_{i n}$ for each attribute-value pair ( $A_{n}, v_{i n}$ ) is equal to the number of tuples which have been aggregated from the base relation (i.e., the unconditioned data present in the original relational database). The interestingness $I$ of a summary $S$ is given by $I=f(S)$, where $f$ is typically a function of the cardinality and degree of $S$, the complexity of its associated CHs , or the probability distributions of the tuples in $S$.

A sample summary is shown below in Table 1. In Table 1, there are $n=3$ attribute-domain pairs (i.e., $\left(A_{1}, D_{1}\right)=$ (Colour, $\{$ red, blue, green $\}$ ), $\left(A_{2}, D_{2}\right)=$ (Shape, $\left\{\right.$ round, square\}), and ( $\left.A_{3}, D_{3}\right)=$ (Count, $\{$ positive integers\})) and $m=4$ sets of unique attribute-value pairs. The Colour and Shape attributes describe the colour and shape, respectively, of some arbitrary object, and the Count attribute describes the number of objects aggregated from the base relation which possess the corresponding colour and shape characteristics. A Tuple ID attribute is being shown for demonstration purposes only (to simplify the presentation that follows) and is not actually part of the summary. For example, the tuple $\{($ Colour, blue),(Shape, square),(Count, 1)\} is simply referred to as $t_{3}$. Table 1 will be used as the basis for all calculations in the examples which follow.

Table 1: A sample summary

| Tuple $D$ | Colour | Shape | Count |
| :---: | :--- | :--- | :---: |
| $t_{1}$ | red | round | 3 |
| $t_{2}$ | red | square | 1 |
| $t_{a}$ | blue | square | 1 |
| $t_{4}$ | green | round | 2 |

We now describe four heuristics for ranking the interestingness of summaries and provide a detailed example for each heuristic. These heuristics have been selected for evaluation as interestingness measures because they are common measures of diversity of a population. The well-known, domain-independent formulae, upon which these heuristics are based, have previously seen extensive application in several areas of the physical, social, management, and computer sciences. The $I_{v a r}$ measure is based upon variance, which is the most common measure of variability used in statistics [22]. The $I_{\text {avg }}$ and $I_{\text {tot }}$ measures, based upon a relative entropy measure (also known as the Shannon index) from information theory [23; 27], measure the average information
content in a single tuple in a summary and the total information content in a summary, respectively. The $I_{\text {con }}$ measure, a variance-like measure based upon the Simpson index [24], measures the extent to which the counts are distributed over the tuples in a summary, rather than being concentrated in any single one of them.

The tuples in a summary are unique, and therefore, can be considered to be a population described by some probability distribution. In the discussion that follows, the probability of each $t_{i}$ occurring in the actual probability distribution of $S$ is given by:

$$
p\left(t_{i}\right)=\frac{v_{i n}}{\left(v_{1 n}+v_{2 n}+\ldots+v_{m n}\right)}
$$

and the probability distribution of each $t_{i}$ occurring in a summary where the tuples have a uniform probability distribution is given by:

$$
q\left(t_{i}\right)=\frac{\left(v_{1 n}+v_{2 n}+\ldots+v_{m n}\right)}{m}\left(v_{1 n}+v_{2 n}+\ldots+v_{m n}\right) \quad=\frac{1}{m}
$$

where $v_{i n}$ is the value associated with the Count attribute $A_{\boldsymbol{n}}$ in tuple $\boldsymbol{t}_{\boldsymbol{i}}$.

## The $I_{\text {var }}$ Measure

Given a summary $S$, we can measure how far the actual probability distribution (hereafter called simply a distribution) of the counts for the $t_{i}$ 's in $S$ varies from that of a uniform distribution. The variance of the distribution in $S$ from that of a uniform distribution is given by:

$$
I_{v a r}=\frac{\sum_{i=1}^{m}\left(p\left(t_{i}\right)-q\left(t_{i}\right)\right)^{2}}{m-1}
$$

where higher values of $I_{v a r}$ are considered more interesting. For example, given the summaries $S_{1}, S_{2}, S_{3}$, and $S_{4}$ with variance of $0.08,0.02,0.05$, and 0.03 , respectively, we order the summaries, when ranked from most interesting to least interesting, as $S_{1}, S_{3}, S_{4}$, and $S_{2}$. Our calculation for variance uses $m-1$ because we assume the summary may not contain all possible combinations of attributes, meaning we are not observing all possible tuples.

Example 1: From the actual distribution of the tuples in Table 1, we have $p\left(t_{1}\right)=0.429, p\left(t_{2}\right)=0.143, p\left(t_{3}\right)=$ $0.143, p\left(t_{4}\right)=0.286$, and from a uniform distribution of the tuples, we have $q\left(t_{i}\right)=0.25$, for all $i$. So, the interestingness of the summary using the $I_{v a r}$ measure is:

$$
\begin{aligned}
I_{v a r}= & \left((0.429-0.25)^{2}+(0.143-0.25)^{2}+\right. \\
& \left.(0.143-0.25)^{2}+(0.286-0.25)^{2}\right) / 3 \\
= & 0.018
\end{aligned}
$$

## The $I_{a v g}$ Measure

Given a summary $S$, we can determine the average information content in each tuple. The average information content, in bits per tuple, is given by:

$$
I_{a v g}=-\sum_{i=1}^{m} p\left(t_{i}\right) \log _{2} p\left(t_{i}\right)
$$

where lower values of $I_{a v g}$ are considered more interesting. For example, given the summaries $S_{1}, S_{2}, S_{3}$, and $S_{4}$ with average information content of $1.74,0.95,3.18$, and 2.21 bits, respectively, we order the summaries, when ranked from most interesting to least interesting, as $S_{2}, S_{1}, S_{4}$, and $S_{3}$.

Example 2: The actual distribution for $p$ is given in Example 1. So, the interestingness of the summary using the $I_{\text {avg }}$ measure is:

$$
\begin{aligned}
I_{a v g}= & -\left(0.429 \log _{2} 0.429+0.143 \log _{2} 0.143+\right. \\
& \left.0.143 \log _{2} 0.143+0.286 \log _{2} 0.286\right) \\
= & 1.842 \text { bits. }
\end{aligned}
$$

## The $I_{\text {tot }}$ Measure

Given a summary $S$, we can determine its total information content. The total information content, in bits, is given by:

$$
I_{t o t}=m * I_{a v g}
$$

where lower values of $I_{\text {tot }}$ are considered more interesting. For example, given the summaries $S_{1}, S_{2}, S_{3}$, and $S_{4}$ with total information content of $31.8,6.96,3.83$, and 15.5 bits, respectively, we order the summaries, when ranked from most interesting to least interesting, as $S_{3}, S_{2}, S_{4}$, and $S_{1}$.

Example 3: The average information content for the summary is given in Example 2. So, the interestingness of the summary using the $I_{\text {tot }}$ measure is:

$$
\begin{aligned}
I_{\text {tot }} & =m * I_{a v g} \\
& =4 * 1.842 \\
& =7.368 \mathrm{bits} .
\end{aligned}
$$

## The $I_{c o n}$ Measure

Given a summary $S$, we can measure the extent to which the counts are distributed over the tuples in the summary. The concentration of the distribution in $S$ is given by:

$$
I_{c o n}=\sum_{i=1}^{m} p\left(t_{i}\right)^{2}
$$

where higher values of $I_{\text {con }}$ are considered more interesting. For example, given the summaries $S_{1}, S_{2}, S_{3}$, and $S_{4}$ with concentration of $0.57,0.24,0.11$, and 0.32 , respectively, we order the summaries, when ranked from most interesting to least interesting as $S_{1}, S_{4}, S_{2}$, and $S_{3}$.

Example 4: The actual distribution for $p$ is given in Example 1. So, the interestingness of the summary using the $I_{\text {con }}$ measure is:

$$
\begin{aligned}
I_{c o n} & =0.429^{2}+0.143^{2}+0.143^{2}+0.286^{2} \\
& =0.306
\end{aligned}
$$

Table 2: Ranks assigned by each interestingness measure for $N$-2

| $\begin{gathered} \hline \text { Summary } \\ \text { ID } \\ \hline \end{gathered}$ | Non-ANY No. of <br> Attributes Tuples |  | Iugr |  | Tave |  | Itot |  | Ican |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Score | Ranh | 3eare | Rank | Score | Rank | Score | Fanh |
| $\overline{1}$ | 1 | 2 | 0.18880 | 1.5 | 0.34887 | 1.5 | 0.69774 | 1.5 | 0.87760 | 1.5 |
| 2 | 1 | 3 | 0.08578 | 5 | 0.86633 | 5 | 2.89898 | 5 | 0.59082 | 5 |
| 3 | 1 | 4 | 0.15626 | 3.5 | 0.44331 | 3.5 | 1.77323 | 3.6 | 0.87504 | 3.5 |
| 4 | 1 | 5 | 0.01986 | 10 | 1.84629 | 10 | 9.28144 | 7 | 0.29828 | 10 |
| 5 | 1 | 6 | 0.01531 | 13 | 2.12599 | 11 | 12.75600 | 9 | 0.25854 | 14 |
| 6 | 1 | 9 | 0.01581 | 12 | 2.26899 | 13 | 20.42000 | 13 | 0.25342 | 15 |
| 7 | 1 | 10 | 0.03745 | 8.3 | 1.41926 | 8.5 | 14.19260 | 10.5 | 0.47445 | 8.5 |
| 8 | 2 | 2 | 0.18880 | 1.5 | 0.34887 | 1.5 | 0.69774 | 1.5 | 0.87780 | 1.5 |
| 9 | 2 | 4 | 0.15628 | 3.5 | 0.44831 | 3.5 | 1.77323 | 3.3 | 0.87504 | 3.5 |
| 10 | 2 | 5 | 0.06375 | 6 | 1.21517 | 6 | 6.07583 | 6 | 0.61877 | 6 |
| 11 | 2 | 9 | 0.04513 | 7 | 1.30905 | 7 | 11.78140 | 8 | 0.51727 | 7 |
| 12 | 2 | 9 | 0.01664 | 11 | 2.19460 | 12 | 19.75140 | 12 | 0.28083 | 12 |
| 13 | 2 | 10 | 0.03745 | 8.5 | 1.41928 | 8.5 | 14.19260 | 10.5 | 0.47445 | 8.5 |
| 14 | 2 | 11 | 0.01230 | 14 | 2.47495 | 16 | 27.21340 | 14 | 0.22625 | 16 |
| 15 | 2 | 16 | 0.00995 | 17 | 2.61670 | 18 | 41.88720 | 16 | 0.22166 | 18 |
| 16 | 2 | 17 | 0.01184 | 15 | 2.28807 | 15 | 38.89790 | 15 | 0.26002 | 13 |
| 17 | 2 | 21 | 0.01100 | 16 | 2.28286 | 14 | 47.94010 | 17 | 0.27857 | 11 |
| 18 | 2 | 21 | 0.00847 | 18 | 2.56741 | 17 | 53.91580 | 18 | 0.22584 | 17 |
| 19 | 2 | 30 | 0.00625 | 19 | 2.71010 | 19 | 81.30300 | 19 | 0.22096 | 19 |
| 20 | 2 | 40 | 0.00291 | 20 | 3.25997 | 20 | 130.39900 | 20 | 0.14145 | 20 |
| 21 | 2 | 50 | 0.00204 | 21 | 3.53855 | 21 | 176.92700 | 21 | 0.12184 | 21 |
| 22 | 2 | 67 | 0.00156 | 22 | 3.67939 | 22 | 246.51900 | 22 | 0.11985 | 22 |

## Experimental Results

In this section, we present experimental results which contrast the various interestingness measures. All summaries in our experiments were generated using DBDiscover [5; 6], a software tool which uses AOG for KDD. DB-Discover was run on a Silicon Graphics Challenge M, with twelve 150 MHz MIPS R4400 CPUs, using Oracle Release 7.3 for database management.

## Description of Databases

To generate summaries, series of discovery tasks were run on the NSERC Research Awards Database (a database available in the public domain) and the Customer Database (a confidential database supplied by an industrial partner). The NSERC Research Awards Database, frequently used in previous data mining research $[3 ; 4 ; 11 ; 17]$, consists of 10,000 tuples in six tables describing a total of 22 attributes. The Customer Database, also frequently used in previous data mining research $[6 ; 14 ; 16]$, consists of $8,000,000$ tuples in 22 tables describing a total of 56 attributes. The largest table contains over $3,300,000$ tuples representing account activity for over 500,000 customer accounts and over 2,200 products and services.

Our previous experience in applying AOG data mining techniques to the databases of our industrial partners has shown that domain experts typically perform discovery tasks on a few attributes that have been determined to be relevant. Consequently, we present results for experiments containing a maximum of four relevant attributes. Discovery tasks were run against the NSERC database, where two, three, and four attributes were selected for discovery, and against the Customer database, where two and three attributes were selected for discovery. We refer to the NSERC discovery tasks as as $N-2, N-3$, and $N-4$, respectively, and the Customer discovery tasks as $C$-2 and $C$-3, respectively. Since similar results were obtained from the NSERC and Cus-
tomer discovery tasks, we focus on the NSERC tasks.

## Comparative Results

We now compare the ranks assigned to the summaries by each interestingness measure. A typical result is shown in Table 2, where 22 summaries, generated from the two-attribute NSERC discovery task, are ranked. In Table 2, the Summary ID column describes a unique summary identifier (for reference purposes), the NonANY Attributes column describes the number of nonANY attributes in the summary (i.e., attributes that have not been generalized to the level of the root node in the associated DGG), the No. of Tuples column describes the number of tuples in the summary, and the Score and Rank columns describe the calculated interestingness and the assigned rank, respectively, as determined by the corresponding interestingness measure. Table 2 does not show any single-tuple summaries (e.g., the single-tuple summary where both attributes are generalized to ANY and a single-tuple summary that was an artifact of the concept hierarchies used), as these summaries are considered to contain no information and are, therefore, uninteresting by definition. The summaries in Table 2 are shown in increasing order of the number of non-ANY attributes and the number of tuples in each summary, respectively.

The Rank column for each interestingness measure uses a ranking scheme that breaks ties in the interestingness scores by averaging the ranks and assigning the same rank to each summary involved in the tie, even though the resulting rank may be fractional. For example, if two summaries are tied when attempting to rank the fourth summary, each is given a rank of $(4+5) / 2=4.5$, with the next summary ranked sixth. If instead, three summaries are tied, each is given a rank of $(4+5+6) / 3=5.0$, with the next summary ranked seventh. The general procedure should now be clear. This ranking scheme was adopted to conform to the requirements of the Gamma correlation coefficient used
to analyze the ranking similarities of the interestingness measures and described later in this section.

Table 2 shows there are numerous ties in the ranks assigned by each interestingness measure. For example, Summaries 1 and 8 , the most interesting one- and two-attribute summaries, respectively, have a rank of 1.5. This tie is also an artifact of the concept hierarchies used in the discovery task. Summary 1 is shown in Table 3. In the concept hierarchy associated with the Province attribute, there is a one-to-one correspondence between the concept Canada in Summary 8 and the concept ANY in Summary 1. Consequently, this results in a summary containing two non-ANY attributes being assigned the same interestingness score as a summary containing one non-ANY attribute. All ties in Table 2 result from a similar one-to-one correspondence between concepts in the concept hierarchies used.

Table 3: Summary 1 from $\mathrm{N}-2$

| Province | DiscCode | Count |
| :--- | :--- | ---: |
| ANY | Other | 8376 |
| ANY | Computer | 587 |

Table 2 also shows some similarities in how the four interestingness measures rank summaries. For example, the six most interesting summaries (i.e., Summaries 1 , 8, $2,10,3$, and 9 ) are ranked identically by the four interestingness measures, as are the four least interesting summaries (i.e., Summaries $19,20,21$, and 22). There are also similarities among the moderately interesting summaries. For example, Summary 11 is ranked seventh by the $I_{v a r}, I_{a v g}$, and $I_{c o n}$ measures, and Summary 12 is ranked twelfth by the $I_{\text {avg }}, I_{t o t}$, and $I_{c o n}$ measures.

To determine the extent of the ranking similarities between the four interestingness measures, we can calculate the Gamma correlation coefficient for each pair of interestingness measures. The Gamma statistic assumes that the summaries under consideration are assigned ranks according to an ordinal (i.e., rank order) scale, and is a probability computed as the difference between the probability that the rank ordering of two interestingness measures agree minus the probability that they disagree, divided by 1 minus the probability of ties. The value of the Gamma statistic varies in the interval $[-1,1]$, where values near 1,0 , and -1 represent significant positive, no, and significant negative correlation, respectively.

The Gamma correlation coefficients (hereafter called the coefficients) for the two-, three-, and four-attribute discovery tasks are shown in Table 4. In Table 4, the Interestingness Measures column describes the pairs of interestingness measures being compared and the $N-2$, $N-3$, and $N-4$ columns describe the coefficients corresponding to the pairs of interestingness measures in the two-, three-, and four-attribute discovery tasks, respectively. Table 4 shows that the ranks assigned to the summaries by all pairs of interestingness measures are similar, as indicated by the high coefficients. The co-
efficients vary from a low of 0.82862 for the pair containing the $I_{\text {tot }}$ and $I_{\text {con }}$ measures in the three-attribute discovery task, to a high of 0.96506 for the pair containing the $I_{a v g}$ and $I_{c o n}$ measures in the same discovery task. The ranks assigned by the pair containing the $I_{v a r}$ and $I_{\text {avg }}$ measures are most similar, as indicated by the average coefficient of 0.95494 for the two-, three-, and four-attribute discovery tasks, followed closely by the ranks assigned to the pair containing the $I_{\text {avg }}$ and $I_{\text {con }}$ measures with an average coefficient of 0.95253 . The ranks assigned by the pairs of interestingness measures in the three-attribute discovery task have the least similarity, as indicated by the average coefficient of 0.90166 , although this is not significantly lower than the twoand four-attribute average coefficients of 0.91813 and 0.92555 , respectively. Given the overall average coefficient is 0.91511 , we conclude that the ranks assigned by the four interestingness measures are highly correlated.

Table 4: Comparison of ranking similarities

| Interestingnes: Measures | Gamma Correlation Coefficient |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | N-8 | N-S | N-4 | Average |
| Tvar ${ }_{\text {a }}$ Tavg | 0.94737 | 0.95870 | 0.96076 | 0.95494 |
| $I_{\text {var }}$ \& $^{\text {Itot }}$ | 0.92983 | 0.86428 | 0.91904 | 0.90438 |
| Itar ${ }_{\text {c }} Y_{\text {con }}$ | 0.91228 | 0.93172 | 0.94929 | 0.93110 |
| $\boldsymbol{I}_{\text {avg }} \&_{\text {d }} I_{\text {tot }}$ | 0.91228 | 0.86356 | 0.90947 | 0.89510 |
| $I_{\text {avg }}$ de $^{\text {I con }}$ | 0.94737 | 0.96506 | 0.94516 | 0.98253 |
| $I_{\text {tot }}$ \& $I_{\text {con }}$ | 0.85965 | 0.82862 | 0.86957 | 0.85281 |
| Average | 0.91813 | 0.90166 | $0.92 \mathrm{B55}$ | 0.91511 |

We now discuss the complexity of the summaries ranked by the various interestingness measures. We define the complexity index of a summary as the product of the number of tuples and the number of non-ANY attributes contained in the summary. A desirable property of any ranking function is that it rank summaries with a low complexity index as most interesting. However, although we want to rank summaries with a low complexity index as most interesting, we do not want to lose the meaning or context of the data by presenting summaries that are too concise. Indeed, in previous work, domain experts agreed that more information is better than less, provided that the most interesting summaries are not too concise and remain relatively easy to understand [11]. Although the most interesting summaries ranked by our interestingness measures are concise, they are generally in accordance with the low complexity property and provide a reasonable starting point for further analysis of more complex summaries.

One way to analyze the interestingness measures and evaluate whether they satisfy the guidelines of our domain experts, is to determine the complexity indexes of summaries considered to be of high, moderate, and low interest, as shown in Table 5. In Table 5, the Task ID column describes the discovery task, the Relative Interest column describes the relative degree of interest of the corresponding group of summaries on a three-tier scale (i.e., $\mathrm{H}=\mathrm{High}, \mathrm{M}=$ Moderate, $\mathrm{L}=\mathrm{Low}$ ), the Tuples and NA columns describe the average number of tuples and the average number of non-ANY attributes,

Table 5: Relative interestingness of summaries versus the complexity index

| $\begin{gathered} \text { Task } \\ I D \end{gathered}$ | Relative Interest | Iuar |  |  | Iaug |  |  | Itot |  |  | $\bar{I}_{\text {con }}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Tuples | NT | CT | Tripler | NA | CI | Trupler | NA | CI | Tuples | NA | CI |
| N-2 | H | 2.0 | 1.5 | 3.0 | 1.5 | 1.0 | 1.5 | 1.5 | 1.0 | 1.5 | 1.6 | 1.0 | 1.5 |
|  | M | 9.0 | 1.5 | 13.5 | 5.5 | 1.0 | 5.5 | 10.0 | 1.8 | 15.0 | 18.0 | 1.5 | 19.5 |
|  | L | 34.0 | 1.5 | 81.0 | 58.5 | 2.0 | 117.0 | 58.5 | 2.0 | 117.0 | 58.5 | 2.0 | 117.0 |
| N-3 | $\underline{H}$ | 4.1 | 1.8 | 6.6 | 3.0 | 1.4 | 4.2 | 3.0 | 1.4 | 4.2 | 3.0 | 1.4 | 4.2 |
|  | M | 26.7 | 2.2 | 58.7 | 24.9 | 2.2 | 54.8 | 23.4 | 2.4 | 56.2 | 33.9 | 2.1 | 58.6 |
|  | L | 218.4 | 2.7 | 589.7 | 232.4 | 3.0 | 697.2 | 258.1 | 3.0 | 759.3 | 232.4 | 3.0 | 697.2 |
| N-4 | H | 8.3 | 1.7 | 14.1 | 7.9 | 1.7 | 13.4 | 6.5 | 1.8 | 10.4 | 7.9 | 1.7 | 13.4 |
|  | M | 139.5 | 2.9 | 404.6 | 136.1 | 2.8 | 381.1 | 146.2 | 3.0 | 438.6 | 171.9 | 2.9 | 498.5 |
|  | L | 1014.2 | 3.7 | 3752.5 | 1044.5 | 3.8 | 3969.1 | 1075.8 | 3.9 | 4185.6 | 1044.5 | 3.8 | 3969.1 |
| C-2 | 日 | 5.0 | 1.2 | 6.0 | 4.4 | 1.1 | 4.8 | 4.4 | 1.1 | 4.8 | 4.5 | 1.2 |  |
|  | M | 19.3 | 1.6 | 30.9 | 21.4 | 1.7 | 36.4 | 22.8 | 1.7 | 37.9 | 80.5 | 1.3 | 104.7 |
|  | L | 101.7 | 1.8 | 183.1 | 101.7 | 1.8 | 183.1 | 101.7 | 1.8 | 183.1 | 101.7 | 1.8 | 183.1 |
| C-3 | H |  | 1.8 | 16.6 | 8.7 | 1.7 | 14.8 | 8.3 | 1.8 | 14.9 | 9.1 | 1.7 | 16.5 |
|  | M | 82.8 | 2.4 | 198.7 | 79.4 | 2.4 | 190.1 | 100.8 | 2.2 | 221.8 | 108.4 | 2.4 | 260.2 |
|  | $\underline{L}$ | 361.3 | 2.7 | 975.5 | 361.1 | 2.7 | 975.0 | 361.3 | 2.7 | 975.5 | 343.1 | 2.8 | 960.7 |

respectively, in the corresponding group of summaries, and the $C I$ column describes the complexity index of the corresponding group of summaries. High, moderate, and low interest summaries were considered to be the top, middle, and bottom $10 \%$, respectively, of summaries as ranked by each interestingness measure. The two-, three-, and four-attribute NSERC discovery tasks generated sets containing 22, 70, and 214 summaries, respectively, and the two- and three-attribute Customer discovery tasks generated sets containing 196 and 1016 summaries, respectively. Thus, the complexity index of the summaries in the two-, three-, and four-attribute NSERC tasks is based upon two, seven, and 22 summaries, respectively, and the complexity index of the summaries in the two- and three-attribute Customer tasks is based upon 20 and 102 summaries, respectively.

Table 5 shows that each interestingness measure ranks summaries with a low complexity index as most interesting, and vice versa. For example, the complexity index of the $I_{v a r}$ measure for the two-attribute task shows a typical result. Summaries of high, moderate, and low interest have complexity indexes of $3.0,13.5$, and 51.0, respectively. This result is consistent for all interestingness measures in all discovery tasks.

A comparison of the complexity indexes of the summaries ranked by the four interestingness measures for the two-, three-, and four-attribute discovery tasks are shown in the graph of Figure 1. In Figure 1, the first, second, and third row of bars, where the first row is at the front of the graph, correspond to the two-, three-, and four-attribute discovery tasks, respectively. For the two- and three-attribute discovery tasks, the summaries ranked as most interesting by the $I_{a v g}, I_{t o t}$, and $I_{\text {con }}$ measures have the lowest complexity indexes, followed by the $I_{v a r}$ measure. For the four-attribute discovery task, the summaries ranked as most interesting by the $I_{t o t}$ measure have the lowest complexity index followed by the $I_{\text {avg }}$ and $I_{\text {con }}$ measures, and the $I_{v a r}$ measure.

The fourth row of bars in Figure 1 shows the average complexity index of summaries derived from the two-, three-, and four-attribute discovery tasks for each interestingness measure. For example, the average for the $I_{v a r}$ measure was derived from the complexity indexes


Figure 1: Relative complexity of summaries
3.0, 6.6, and 14.1 for the two-, three-, and four-attribute tasks, respectively, for an average complexity index of 7.9. The summaries ranked as most interesting by the $I_{\text {tot }}$ measure have the lowest complexity index, followed by the $I_{a v g}$ and $I_{\text {con }}$ measures, and the $I_{\text {var }}$ measure.

## Conclusion and Future Research

We described heuristics for ranking the interestingness of summaries generated from databases. The four interestingness measures evaluated rank summaries in a similar manner, as indicated by the high Gamma correlation coefficients for all possible pairs of interestingness measures. Although all four interestingness measures rank summaries with a low complexity index (i.e., those with few tuples and/or non-ANY attributes) as most interesting, summaries ranked by the $I_{\text {tot }}$ measure have the lowest complexity index. Domain experts agree that a low complexity index is a desirable property, and that summaries with a low complexity index provide a reasonable starting point for further analysis of discovered knowledge.

Future research will focus on developing new heuris-
tics. KL-distance will be further studied as an interestingness measure. Additional diversity measures from information theory and statistics will be evaluated. Finally, techniques for attaching domain knowledge to the measures will be investigated, to allow closer mimicking of domain experts' rankings.
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