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Abstract

Recent studies in finance domain suggest that technical
analysis may have merit to predictability of stock. Technical
rules are widely used for market assessment and timing. For
example, moving average rules are used to make "buy" or
"sell" decisions at each day. In this paper, to explore the
potential prediction power of technical analysis, we present
a genetic programming based system FGP (Financial Ge-
netic Programming), which specialises in taking some well
known technical rules and adapting them to prediction
problems. FGP uses the power of genetic programming to
generate decision trees through efficient combination of
technical rules with self-adjusted thresholds. The generated
rules are more suitable for the prediction problem at hand.
FGP was tested extensively on historical DJIA (Dow Jones
Industrial Average) index data through a specific prediction
problem. Preliminary results show that it outperforms com-
monly used, non-adaptive, individual technical rules with
respect to prediction accuracy and average annualised rate
of return over two different out-of-sample test periods (three
and a half year in each period).

Introduction

As an approach to financial forecasting, technical analysis 

is based on the belief that historical price series, trading
volume, and other market statistics exhibit regularities.
There are two general approaches in technical analysis: one
involves qualitative techniques and the other quantitative
techniques. The qualitative techniques rely on the inter-
pretation of the form of geometric patterns in the series,
such as double bottoms, head-and-shoulders, and support
and resistance levels; whilst the quantitative techniques try
to create indicators such as moving average (MV ), relative
strength indicators (RSI), etc. Notably, both techniques can
                                                       
  Copyright © 1999, American Association for Artificial Intelligence
 (www.aaai.org). All rights reserved.

be characterised by appropriate sequences of local minima
and/or maxima (Neftci 1991).

According to the weak form of the efficient market hy-
pothesis (EMH) (Malkiel 1992), since historical price in-
formation is already reflected in the present price, technical
analysis is useless for predicting future price movements.
In recent years, however, this hypothesis has been directly
challenged by a fair amount of studies, which supply evi-
dence of predictability of security return from historical
price patterns (e.g. Lo & MacKinlay 1990, Brock et al.
1992, Campbell et al. 1997). The aim of this study is to
show how genetic programming (GP) (Koza 1992), a class
of algorithms in evolutionary computation, can be em-
ployed to improve technical rules. We demonstrate our
approach in a particular forecasting task based on the Dow
Jones Industrial Average (DJIA).

Quantitative technical rules are often used to generate
buy or sell signals based on each rule interpretation. One
may want to use technical rules to answer questions such as
"is today is a good time to buy if I want to achieve a return
of 4% or more within the next 63 trading days?" and "is
today the right time to sell if I want to avoid a lost of 5% or
more within the next 10 days?" However, the way technical
rules are commonly used may not be adequate to answer
these questions. How to efficiently apply them and adapt
them to these specific prediction problems is a non-trivial
task. We propose a GP approach that is capable of com-
bining individual technical rules and adapting the thresh-
olds based on past data. Rules generated by our GP can
achieve performances that cannot be achieved by those
individual technical rules in their normal usage.

EDDIE (which stands for Evolutionary Dynamic Data
Investment Evaluator) is a forecasting system to help in-
vestors to make use of the information available to them
(Butler 1997, Tsang et al. 1998). Such information may
include technical rule indicators, individual company's per-
formance indicators, expert predictions, etc. FGP (Finan-
cial Genetic Programming) is a descendent of EDDIE. In
this paper, we will exam how FGP can be applied to pre-
dict whether a return of 4% or more is achievable within
the next 63 trading days in the DJIA.
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Figure 1. A (simplistic) GDT concerning the actions to take with Share X

Background of FGP

Genetic programming is a promising variant of genetic
algorithms (Holland 1975; Goldberg 1989) that uses tree
representations instead of strings. In evolutionary compu-
tation, a population (set) of candidate solutions is main-
tained. For example, a candidate solution could be a deci-
sion tree for forecasting. A fitness function is needed to
evaluate the quality of each candidate solution with regard
to the task to be performed (e.g. how good is a rule for
forecasting in our application?). Candidate solutions are
selected randomly, biased by their fitness, for involvement
in generating members of the next generation. General
mechanisms (referred to as genetic operators, e.g. repro-
duction, crossover, mutation) are used to combine or
change the selected candidate solutions to generate off-
spring, which will form the population in the next genera-
tion.

Evolutionary computation has been applied to a broad
range of problems with some success from traditional op-
timisation in engineering and operational research to non-
traditional areas such as data mining, composition of music
(Angeline & Kinnear 1996; Koza 1996) and financial pre-
diction (e.g., Bauer 1994, Mahfoud & Mani 1996, Chen &
Yeh 1996, Oussaidene et al. 1997).

In FGP, a candidate solution is represented by a genetic
decision tree (GDT). The basic elements of GDTs are rules
and forecast values, which correspond to the functions and
terminals in GP. Figure 1 shows an example of a simple
GDT. In GP terms, the questions in the example GDT are

functions, and the proposed actions are terminals, which
may also be forecast values.

A GDT can be seen as a set of rules. For example, one of
the rules expressed in the GDT in Figure 1 is:

IF X's price earning ratio is 10% or more below
the average in DJIA 30 shares AND X's price has
risen by 5% or more than the minimum price of
last 63 days, THEN Buy X.

For FGP to work, one must be able to evaluate each
GDT. In this paper, we use prediction accuracy (the per-
centage of correct predictions) as fitness function. Our FGP
maintains a set of GDTs called a population and works in
iterations. In each iteration, FGP creates a new generation
of population using standard genetic crossover, mutation
and reproduction operators. FGP uses tournament as its
selection strategies.

There are many variations in the way the initial popula-
tion is generated, the way that the population is updated,
the way that crossover and mutation is done, etc. (e.g. see
Angeline & Kinnear 1996, Koza et. al. 1996). These will
not be elaborated here.

 FGP for prediction in DJIA index

We took the Dow Jones Industrial Average (DJIA) index
data from 7 April 1969 to 11 October 1976 (1,900 trading
days) as training data (or in-sample data) to generate
GDTs, and tested them on the data (or out-of-sample data)
from 12 October 1976 to 5 May 1980 (900 trading days),

Is X’s price-earning ratio 10% or more below
than the average in DJIA 30 shares?

Is X’s 50 days moving average higher
than its price during the last three days?

Sell No action

Has X’s price risen by 5% or more than
the minimum price of last 63 days?

Buy

No action

yes
no

yes no

Has X’s price fallen by 10%
or more since yesterday?

Sell

yes no

yes no
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which we shall refer to as "test data I". We used a popula-
tion size of 1,800, crossover rate of 90%, reproduction rate
of 10% and a mutation rate of 1%. The termination condi-
tion was 2 hours on a Pentium PC (200 MHz) or 30 gen-
erations, whichever reached first. 20 runs were completed
in our experiments. Each run generated one GDT. The gen-
erated rules were used to predict whether the following
goal is achievable at any given day:

    Goal G: the index will rise by 4 % or more within the
next 63 trading days (3 months).

Accordingly, each trading day is classified into "buy"
category if G holds or "not-buy" category if G does not
hold.  The numbers of trading days that belong in each
category are roughly same over both the whole training and
test period.

We used {If-then-else, And, Or, Not, <, >} as functions.
Terminals were conclusions, numbers or indicators. Con-
clusions could be either Positive (meaning that G is pre-
dicted to be achievable) or Negative. Six technical indica-
tors were derived from rules in the finance literature, such
as (Brock et. al. 1992; Fama & Blume 1966; Sweeney
1988). They are listed as follows:
(1) MV_12 = Today's price − the average price of the

previous 12 trading days
(2) MV_50 = Today's price − the average price of the

previous 50 trading days
(3) Filter_5 = Today's price − the minimum price of the

previous 5 trading days
(4) Filter_63 = Today's price − the minimum price of the

previous 63 trading days
(5) TRB_5 = Today's price − the maximum price of the

previous 5 trading days (based on the Trading
Range Breakout rule [Brock et. al. 1992]).

(6) TRB_50 = Today's price − the maximum price of the
previous 50 trading days

Each of the above six indicators is related to some tech-
nical analysis rules in the literature. We compared the cor-
responding six individual technical rules with the GDTs
generated by FGP in terms of two criteria: prediction accu-
racy and average annualised rate of return (AARR). A
recommendation is correct if the goal can be achieved
when the recommendation is "buy", or the goal cannot be
achieved when the recommendation suggests "do not buy".
The prediction accuracy of a program or a rule measures
the proportion of correct recommendations made by that
program or rule. Prediction accuracy is used for evaluating
the program's performance because this is what we train
the program with. Given any prediction, no matter how
accurate they are, the actual return to an investor depends
on the investment behaviour, which vary from investor to
investor. For reference, we use a simple hypothetical trad-
ing behaviour later.

First, we shall explain what our program is compared
against. In (Tsang et al 1998), FGP was compared with
random decisions with a uniformly distributed 50% chance.
In this paper, we show that FGP can do better than simple
rules that use the input indicators, as it considers the inter-
action between the indicators. We compare FGP with six
individual technical rules that use the above six indicators
to generate  "buy" or "not-buy" signals in the following
ways. The moving average rules (1) and (2) generate "buy"
signals if today's price is greater than the average price of
the preceding n days (where n = 12 and 50 respectively).
The filter rules (3) and (4) generate "buy" signals if today's
price has risen by 1% or more over the minimum price of
the previous n days (n = 5 and 63 respectively). Here 1% is
a threshold that an investor has to choose. The trading
range breakout rules (5) and (6) generate "buy" signals if
today's price is greater than the maximum price over the
previous n days (n = 5 and 50 respectively). AARR was
calculated based on the following trading behaviour:

Hypothetical trading behaviour: we assume that
whenever a buy signal is indicated by a rule, one
unit of money was invested in a portfolio re-
flecting the DJIA index. If the DJIA index does
rise by 4% or more at day t within the next 63
days, then we sell the portfolio at the index price
of day t.  If not, we sell the portfolio on the 63rd
day, regardless of the price. We annualise the
return of each unit invested; for example, if 4%
is achieved at the 21st trading day (i.e. one
month), then the annualised return is (4 × 12 =)
48%. We refer to the mean of these annualised
returns as AARR.

For simplicity, we ignored transaction costs and bid-ask
spread.  Rules generated by FGP were tested against the
above six individual technical rules in the test data. Results
are shown in the column of  "On test data I" in table 1.
Among the six technical rules, Filter_5 performed best in
this set of data. It achieved an accuracy of 52.67% and an
AARR of 23.03%. The 20 GDTs achieved an accuracy of
57.97% in average and an average AARR of 27.79%,
which is better than the Filter_5 rule. In fact, even the
poorest GDT achieved an accuracy of 53.00% (GDT 18)
and AARR of 23.57% (GDT 2), which are still better than
the Filter_5 rule. Our results show conclusively that FGP is
capable of generating good rules based on the same indi-
cators used by the technical rules.

To test the robustness of the 20 GDTs across different pe-
riods, we applied them to a more recent period, from 10
April 1981 to 29 October 1984  (900 trading days), which
we shall refer to as "test data II". The test results are illus-
trated in the column of "On test data II" in table 1.



On test data Ι On test data ΙΙ
20 GDTs

Accuracy AARR Accuracy AARR
GDT 1 60.22% 27.56% 53.89% 55.25%
GDT 2 53.67% 23.57% 53.11% 54.74%
GDT 3 62.00% 31.71% 57.89% 57.80%
GDT 4 58.00% 36.55% 52.33% 61.81%
GDT 5 60.22% 28.23% 63.33% 58.53%
GDT 6 55.11% 29.76% 55.00% 67.00%
GDT 7 61.33% 30.52% 58.00% 56.23%
GDT 8 57.89% 27.16% 54.00% 54.54%
GDT 9 60.67% 28.75% 61.56% 57.69%

GDT 10 55.78% 26.34% 59.11% 59.83%
GDT 11 62.44% 25.93% 55.22% 57.37%
GDT 12 56.78% 25.88% 56.44% 53.19%
GDT 13 56.11% 26.85% 56.44% 59.91%
GDT 14 60.56% 29.66% 54.89% 53.12%
GDT 15 54.78% 25.43% 55.11% 58.05%
GDT 16 56.00% 25.82% 58.11% 59.10%
GDT 17 60.56% 29.18% 58.00% 58.82%
GDT 18 53.00% 23.82% 58.67% 56.61%
GDT 19 60.67% 28.80% 62.89% 58.56%
GDT 20 53.67% 24.18% 57.22% 56.38%

Highest 62.44% 31.71% 63.33% 67.00%
Lowest 53.00% 23.57% 52.33% 53.12%

Mean 57.97% 27.79% 57.06% 57.73%
Standard Deviation 3.07% 3.06% 3.06% 3.15%

6 Technical Rules (the best result in each column is highlighted)

MV_12 51.44% 20.68% 44.89% 36.66%
MV_50 42.56% 16.94% 41.89% 46.85%
TRB_5 49.44% 18.18% 47.44% 55.33%

TRB_50 47.44% -5.34% 48.67% 67.00%
Filter_5   (1%) 52.67% 23.03% 49.44% 54.53%
Filter_63 (1%) 50.56% 22.77% 48.89% 48.76%

Table 1.  Performance comparisons between 20 FGP-generated GDTs and six technical rules
on test data I (12/10/1976-05/05/1980-900 trading days) and

on test data II (10/04/1981-29/10/1984-900 trading days)
of the Dow Jones Industrial Average (DJIA) Index

The GDTs achieved an average accuracy of 57.06%,
which out-performs all the six technical rules. As in test
data set I, even the poorest GDT performed better than all
the technical rules on prediction accuracy. The GDTs
achieved an average AARR of 57.73%, which is also better
than AARRs produced by the technical rules except the

TRB_50 rule1. Test results on data set II further demon-
strate the quality of the GDTs generated by FGP.

Two issues are worth pointing out. First, although the
number of runs is relatively small, the results are signifi-
cant because the amount of data tested is large and the re-
                                                       
1 Note that the TRB_50 rule is not particularly reliable. It achieved the
lowest AARR in test data I (−5.34%) but the highest AARR in test data II
(67.00%). The erratic performance of the TRB_50 rule is partly due to the
fact that it generates very few buy signals.



sults are consistent. It is encouraging to see that our GDTs
achieve nearly the same mean of accuracy (57.97%,
57.06%) with almost the same standard deviation (3.07%,
3.06%) over two test periods. Second, our calculation of
AARR assumes that funds are always available whenever a
positive position is predicted, and such funds have no cost
when idle. Exactly how one can make use of the predic-
tions by the GDTs is beyond this paper.

Conclusion and further work

It is not our role to defend technical analysis here, although
our results show that there is some predictability in the
DJIA index based on historical data alone. Our main ob-
jective is to illustrate that by taking indicators used in tech-
nical rules as input, FGP, a genetic programming based
system, can generate decision trees that perform better than
those technical rules. For the specific task tested, FGP re-
liably generated accurate GDTs that perform better than the
individual technical rules. This involves combining indi-
cators in individual technical rules and finding thresholds
in different parts of the decision trees.

The application presented here is not complete since im-
portant issues such as transaction costs and capital ade-
quacy were ignored. In the future, we plan to consider
these factors. We intend to bring in constraint satisfaction
techniques, which have been demonstrated to be useful in
genetic algorithms (Lau & Tsang 1997; Tsang 1993).
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