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Abstract result of the need for displaying tactically correct behavior
Validation of human behavioral models, such as those used in a battlefield simulation. While route planning and
to represent hostile and/or friendly forces in training  obstacle avoidance have been areas of intensive work,
simulations is an issue that is gaining importance, as the learning has not been a major issue up until recently. More
military depends on such training methods more and more. of interest has been to develop efficient and effective

However, this introduces new difficulties because of the —,4015 that truly represent tactical behavior at a minimum
dynamic nature of these models and the need to use experts
of cost to develop as well as to execute.

to judge their validity. As a result, this paper discusses some . . -
conceptual approaches to carry out this task. These are _Human behavioral models, known in the military

based on comparing the behavior of the model to that of an Simulation and training community &mputer Generated
expert, while the latter behaves normally in a simulated Forces (CGF), have been successfully incorporated in
environment, under the same conditions seen by the model.  several significant simulation training systems. See below.
However, there is a serious need on the part of these users
1 Introduction to be able to validate the behaviors demonstrated in order to

The field of intelligent systems has matured to the point€nsure a sound training process. But such validations are
where significant research is now being focused onnot €asy. This paper provides an insight into the type of
modeling human behavior. Earlier research work, mostlyProcedures that would be required to adequately validate
in the form of expert systems, concentrated on developinghese human behavioral models. However, prior to that
means of representing and manipulating deep but narro/fiscussion, a review of the most common and popular
and specialized knowledge efficiently and effectively. means of representing CGF systems would be appropriate
Their objective was to provide expert advice in the processs & way to set up the discussion on their validation.

of solving difficult and specialized problems. This

objective has generally been met successfully, with 2 CGF Implementation Techniques

research in expert systems currently having shifted to morgyhen a human tactical expert is asked what he would do
efficient means of knowledge acquisition, and systemynder certain circumstances, the response is typically
validation and verification. framed as a conditional. “If this was green and that was
Much of the current non-expert system research effortyye then | would turn left”. Thus, the most intuitive as
has centered on developing intelligent systems that caRye|| as popular means of representing tactical human
display human-like behavior, either as robots in thepehavior is through the use of rules. However, rules have
p.hyS|ca.I world, or as computer generated entities in ape drawback that they are quite myopic in scope. To
simulation of the real world. The latter are most often usedgeyelop a system with any kind of tactical realism, a large
_to assist in simulation-based training, but have applications,;mper of rules need to be developed and executed, as the
in entertainment and control. We focus on the latter. numerous conditions resulting from the many variations can
Modeling human behavior at the procedural level hasyansjate into an explosive number of rules for even
shown significant promise. Through introspection, humansyg|atively simple tasks. This is not efficient. Furthermore,
can and have been able to identify several high levelyaps in the behavior can be easily left uncovered. Whereas
techniques used to solve some problems, especially that ghese gaps can be easily filled with new rules, it is a
interacting with our environment in order to live, thrive and akeshift process that does not have natural closure.
survive in it. Certainly, solving problems in the same high gxperts systems suffer from the same deficiency. But the
level way as humans do is a step in the right direction. domain of expert systems, being more limited and the
Research in simulated intelligent entities has focused onnnyts more predictable, can easily tolerate the situation.
modeling a higher level of behavior, such as that used in ‘Because of its intuition and popularity, most of the early
tactical behavior modeling. This different focus is largely a systems that implemented CGF’'s were based on rules.
Copyright 1998, American Association for Artificial Intelligence Golovcsenko [198.7] dISCU§SeS some Air Force prqtotype
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Air Force's TEMPO force planning war game system, usesactions are defined as tasks to be performed by the AIP.
rule-based techniques to replace one of the human teamEhe definition of each task includes a trigger condition that
involved in the game. indicates the situation that must be present for that task to

One notable CGF system is tl&tate Operator and compete for activation with other similarly triggered tasks.
Resultssystem (SOAR) [Laird 1987; Tambe 1995]. SOAR The use of blackboard system, however, introduces a high
takes a goal-oriented approach in which goals and subeverhead and much added complexity.
goals are generated and plans to reach them are formulated As can be seen, there are several means of representing
and executed. These plans are in effect until the goals arthe knowledge required to model human behavior as it
reached, at which point they are replaced by new goals theadpplies to tactics. The problem remains how to validate the
address the situation. However, SOAR is based on the ruldsehavior models in a way that makes all the different
based paradigm, which has many disadvantages. representational paradigms transparent. The next section

Another popular technique used in CGF systems hagliscusses some conceptual approaches to the problem.
beenFinite State Machine@~SMs). FSM'’s have been used
to implement goals or desired states in the behavior of the 3 Potential Validation Techniques for
AIP [Dean 199_6]. These states are represented as C- Human Behavior Models
Language functions. Three major FSM-based CGF systems . i i
are theClose Combat Tactical TraingiCCTT) [Ourston Since by deﬂn_ltlon _these models are designed to simulate
1995], ModSAF [Calder 1993], and IST-SAF [Smith 1992]. human behavior, it becomes clear that they must be
These systems all employ FSM’s as the representationgfompared to actual human behavior. Validation of the
paradign. The knowledge found on FSM’'s does notMore traditional expert systems is really no dn‘fer_e_nt, as
necessarily aggregate all the related tasks, actions, an@€Se attempt to model the problem solving ability of
things to look out for in a self-contained module. This NUman experts. Expert systems have traditionally been
makes their formalization somewhat difficult from the Validated using a suite of test cases whose solution by
conceptual standpoint. Some FSM-based systems allow fopuman domain experts is known ahead of time. However,
the control of one entity by more than one FSM at the samdNese tests are generally static in nature — provide the
time. This can be dangerous in that an incorrect behaviopyStem with a set of inputs and obtain its response, then
can be easily displayed. check_lt against the expert’'s response to the same inputs.

Other, less popular, alternative representation and!!Me is typically not part of the equation, unless it is
reasoning paradigms such as model-based, constraint-baséf€ady implicitly incorporated into the inputs (i.e., one
or case-based reasoning, although promising in somdhput cou_ld represent a cpmpllatlon of the history of one
respects, (see [Borning, 1977; Castillo, 1991; CatsimpoolasiNPut variable). The techniques suggested by Abel [1997]
1992]) are not "natural” for this form of knowledge since Provide effective and efficient means of generating good
they do not easily capture the heuristics involved in tacticall€St cases based on the validation criteria specified for the
behavior representation. intelligent system. The_ _Turmg Tes; approach proposed by

Another common approach to the AIP problem has beerfknauf [1998] is a promising way to incorporate the expert's
to use blackboard architectures to represent and organiz@inion in a methodical fashion for time-independent
the knowledge. One implementation [Chu 1986] usesProblems and their time-independent solutions.
separate knowledge sources to carry out tasks such as Validating human behavioral models, on the other hand,
situation assessment, planning, formulation of objectives,équires that time be explicitly included in the expression of
and execution of the plan. The system uses a modifiedn® tactical behavior. ~Such behavior not only has to be
version of Petri Nets to represent instructional knowledge.COrTect, but also timely. Reacting to inputs correctly, but
Work carried out in the form of maneuver decision aids atPélatedly can result in the decision-maker’s destruction in a
the Naval Undersea Warfare Center [Benjamin 1993] hadattlefield.  Furthermore, tactipa_ll behavior is usually
also employed a blackboard architecture. The objective ofOMPOsed of a sequence of decisions that are made as the
this research is to assist the submarine approach officer igituation develops interactively. Such developments are
determining the most appropriate maneuver to carry out t@enerally unpredictable and, therefore, it becomes nearly
counter an existing threat, or to accomplish a mission. impossible to provide test inputs for them dynamically.

Yet another approach has come from cognitive science Certainly the test scenarios could be “discretized” by de-
researchers [Wieland 1992; Zubritsky 1989; Zachary 1989].omposing them into highly limited situations that would
These efforts do not directly address AIP's, but rather, thd@Ke the time out of the equation. However, several of these
closely related problem of cognitive modeling of the humanWould have to be strung together in sequence in order to
decision-making process. Their efforts also make use of dn@ke the entire test scenario meaningful. - This would be
blackboard architecture. The COGNET representationa”'f'c'a'* and_ the_ expert may have difficulty in visualizing
language [Zachary 1992] uses a task-based approach baskie actual situation when presented thusly. Furthermore,

on the GOMS concept [Card 1983; Olsen 1990], in aninteraction would not be possible. Therefore, | do not
opportunistic reasoning system. In this approach, allbelieve this would be acceptable as a mainstream solution.



One alternative would be to observe the expert or experbthers. While physical tasks that involve motor skills do
team while he/they display tactical behavior, either in thenot fit under this definition (e.qg., riding a bicycle, hitting a
real world, or in a simulation specially instrumented to golf ball), cognitively intensive, or procedural tasks can be
obtain behavioral data. Certainly, using a simulation wouldrelatively easily learned in this way. Very often we hear
make the task of data collection and interpretation muchpeople asking for examples of how to perform a task so
easier, at the cost of having to build a simulation. they can see how it is done. If such is the case for humans,
However, since the models are to be used in a simulation, itertainly machines can be made to do the same type of
is likely that such an environment already exists. learning.

Conceptually speaking, validation can be executed for This idea was seized by Sidani [1994], who developed a
these types of models by comparing the performance of theystem that learns how to drive an automobile by simply
expert with that of the system while being subjected to theobserving expert drivers operate a simulated automobile.
same initial inputs. The performance of can be represente@he system observed the behavior of an expert when faced
as a sequence of data points for the observable variablesith a traffic light transition from red to green. It also
over a period of time. Overlaying one on top of the otherobserved the behavior when a pedestrian attempted to cross
may provide some indication of validity for the system’s the street. Furthermore, it was able to correctly infer a
performance. behavior it had not previously seen when faced with both, a

A complete match between the expert's performance andraffic light and a pedestrian on the road. Sidani
the model’s behavior would certainly justify validation of compartmentalized the behaviors by training a set of neural
the model. Realistically, however, a significant amount of network, each of which was called to control the system
deviation may exist between the two performance recordsunder specific circumstances. A symbolic reasoning
While some deviations may be indicative of a serioussystem was used to determine which neural network was
discrepancy in behaviors, others may simply be a differenthe one applicable for the specific situation.
and equally appropriate way of achieving the same goal. Further work in the area is currently being carried out by
Thus, expert input may be necessary to determine what i§onzalez, DeMara and Georgioupoulos [1998a, 1998b] in
correct and what is not correct. Alternatively, an intelligent the tank warfare domain. Using a simulation as the
system could be developed to perform this task ofobservation environment, behavior is observed and
determining what is an acceptable idéon and what is modeled using Context-based reasoning (CxBR). For an
not, but it would also ultimately have to be validated itself, explanation of CxBR, see [Gonzalez and Ahlers 1995].
and that would ultimately require human expertise. Supported by the U. S. Army under the Inter-Vehicle

Furthermore, due to the interactive nature of the modelEmbedded Simulation for Training (INVEST) Science and
and the domain, the system being validated may make &echnology Objective, this project also extends the concept
different decision from what was made by the validating of learning through observation by including an on-line
expert which, although correct, progresses into a differentrefinement option. See Bahr and DeMara [1996] for further
scenario. Consequently, the two performance records coulthformation on the nature of the INVEST project.
no longer be adequately compared, as their situations may
have diverged significantly enough to make them not 4.1 On-Line Refinement and Validation
relevant to each other. _ _ _The concept of refinement involves improvement of an

In reality, none of the above techniques provide us withjye|ligent system during or after initial validation. The
an effective and gfflClent means to validate frhe performz_incqnodd being developed by Gonzalez, DeMara and
of human behavioral models. To solve this, we take intogegrgioupoulos (which was learned through observation) is
consideration how the model was built in the first place. jyended to predict the behavior of a human combatant in a

Building the model in the traditional way — INtervViewing feqerated simulation.  This is rather different from
the subject matter experts (SME's) and building the model;qnyentional CGFs that attempt to simply émer actual
by hand from their response to the numerous queries madgniities in a general way. Prediction also carries a much
in these interviews, would in fact_place us in this quandary.neavier burden when it is regularly and continuously
There would be little relationship b_etw_een the means Ofcompared to actual behavior, as is the case in the
model development and that of validation. However, by 5ppjication of the resulting model. However, it provides

tying the means of building the model with the validation {he gpportunity to implement validation relatively easily.
process, some of the obstacles described above may be p predictive model is required because an accurate

overcome. This is described in the next section. prediction of actual human behavior would reduce the need
for real-time on-air communications of the position of an
4 Learning by Observation of Expert actual vehicle in the field to all others in the simulation.
Performance in a Simulation Each live vehicle in the simulated exercise must be aware

Humans have the uncanny ability to learn certain tasksOf t_he p_osition _Of all “other _Iive, simulatgd and virwal
ehicles in the simulated environment, which may or may

through mere observation of the task being performed b
ug vt 'ng P Wnot be the same as the physical environment where the



vehicle is physically located. Rather than communicating 5 Summary and Conclusion

its whereabo_uts con_stantly (WhiCh. Is exp_ensive d_ue_ to thqt is clear that validation of human behavioral models
small bandwidth available), each live vehicle has in its on-.oduce a new level of difficulty in the validation of

sgﬁirgegon}?l::]ir O?hg]ro\(/j;l]iglfeslglfg]eegat\éeaznsloﬂggéat?ﬁintelligent systems. Conventional validation techniques,
: ! uch as the ones used for expert systems, may not be

personnel in that vehicle can confidently predict its location effective for such a task. A promising alternative exists

and would need no update on its position. However, it 'Swith the concept of learning and refining a model through

unrealistic that a perfect model could be found, in spite Ofobservation of expert behavior. While this concept is

the latest modeling and learning techniques. Each Veh'd‘]:’elatively immature and requires further research, | feel that

ggrrrr]Ie;reas mgdthS;I |tsoeshi‘ti(|)r:] '; %ne-goz?r:g gt(;gf%tssrérv;b-t represents a very viable approach to this very difficult
P P » SP roblem of validating human behavior models.

actions with those predicted by the model. If in agreement,
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