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Abstract

Case Bascd Reasoning (CBR) is deemed a rather
promising technology of knowledge acquisition and re-
lated knowledge processing in recent. computer science.
Much of the CBRs attraction is based on the charm-
ing simplicity of its ideas. In particular. knowledge
acquisition which is performed during CBR by in-
crementally collecting cases migth be understood as
C'ase Based Learning (CBL).

The main goal of this paper consists in the application
of validation scenarios to the investigation of princi-
ples of CBLL. For this purpose. the domain of formal
languages is nsed. where CBR is straight forwardly for-
malized to allow for a justified assessment of CBL prin-
ciples. It is demonstrated that one of the key princi-
ples of impruving case bases during CBR is not valid.
seen from the viewpoint of a correct learning.

Two attempts of principle refinement are undertaken
and validated subsequencly. For the special domain.
an improvement is gained.

Introduction

For the investigation, we need sowe background in
CBR and CBL, in inductive inference of formal lan-
guages. and in complex systems validation.

In (:BR, knowledge is represented in a more episodic
form directly reflecting problem solving experience
and. hence, being coucrete and detailed. rather than
abstract and declarative. This is deemed to model hu-
man knowledge acquisition and problemn solving ap-
propriately (¢f. (Riesbeck & Schank 1989). (Kolodner
1993), e.g.).

In particular. knowledge acquisition which is per-
formed during ('BR by incrementally collecting cases
migth be understood as (‘ase-Based Learning (('BIL),
like in (Aha 1991) and (Aha, Kibler. & Albert 1991).

When a CBR system is in use for (mostly in-
teractive) problem solving, it is frequently fed with
new cases representing currently unresolved probleins.
These current problems shall be solved, according to
the system’s former experience stored in its case base.
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For this purpose, the system’s case base is scarched
for formerly experienced cases that are similar to the
current problem on hand. Those cases are taken and
possibly adapted for problem solving.

CBR, in general. and C'BL, in particular, are some-
how inductive in spirit. Thus, it 1s worth to inspect
some of the most alluring CBR and CBL principles for
their power and limitations. But, we refrain from an in-
depth diseussion of validation issues and direct the in-
terested reader to (Bochm 1984). (O'Keefe & O Leary
1993). and (Jantke. Knauf, & Abel 1997). e.g.

The present investigations aim at validity assess-
ments of CBL principles. A guite simnilar endeavour
has been undertaken in (Dotsch & Jantke 1996).

This paper is a shorter, but more advanced version
of (Beick & Jantke 1998). But there. a more detailed
introduction into CBR, CBL. inductive learning of for-
mal langnages, and validation (of learning systeins)
is given. A special Prolog-tool for case-based lan-
guage learning is described which is used here. too.
In (Akaishi & Beick 1993), the first steps in using the
Intelligent Pad system (ef. (Tanaka 1989)) for the case-
based learning are done.

The main goal of the present investigation consists
in an experimental application and validation of some
C'BL principles. For this purpose. the domain of for-
mal languages is used, where CBR is straightforwardly
formalized to allow for a justified assessment of ('BL.
principles. Tt is demonstrated thal one of the key prin-
ciples of improving case bases during CBR.is not valid,
seen from the viewpoint of correct learning.

According to this principle, a CBR system may selec-
tively collect cases, thus adopting to its environment’s
needs. Whenever the system fails on certain cases, the
corresponding inforination is used to enhance the sys-
tem’s area of competence by storing this particular new
case.

The Validation of Learning Systems

The crux is that. given any learning problem and any
learning system, it is generally undecidable whether or
not. the system on hand is able to solve the learning
problem faced to.



For assessing the validity of complex systems, there
have been proposed validation scenarios of several
types. Complex systems are investigated on differ-
ent levels of abstraction and approaches are classified
by several features including a distinction of so-called
black box and white box approaches.

A wide collection of interactive validation scenarios
are intuitively rather similar to the so-called TuriNg
test (cf. (Turing 1950)). Regardless of the legitimate
criticism on TURING's ideology (c¢f. (Halpern 1987),
e.g.). the perspective underlying the TURING test ap-
proach has led to a lot of validation approaches which
invoke human experts for systems’ interrogation.

We sketch the common idea underlying the ap-
proaches of this family, briefly: ‘The human validators
choose target phenomena. When a particular target
phenomenon has been selected, test cases are gener-
ated to probe the system. Experimentations with the
system yield certain results. Those results are sub-
ject to the experts’ evaluation. Individually evaluated
experimentation results provide some insight into the
system'’s behaviour and, thus, into the issue of its valid-
ity. However, they are somehow local by nature. The
ultimate validity assessments are synthesized upon the
totality of interactive validation results.

First systematic investigations towards the valida-
tion of learning systems can be found in (Grieser. Jan-
tke. & Lange 1997). e.g.

The present paper is intended to tailor these general
ideas towards the validation of ('BL principles.

Validation Scenarios

The main stages of interactive systems validation ac-
cording to the so-called TURING test approach are

e test case generation,

o experimentation by feeding in test cases.

e evaluation of experimentation results,

e syuthesis of validity assessinents.

A particular validation lask is determined by a tar-
get problemn. by a candidate syster, and by a certain
understanding what it means to solve the problem ap-
propriately.

Here. we do not deal with eerification tasks which
are particularly characterized by the substantial ad-
vantages of. first, a formalized problem specification
and, second, formalized requirements determining cri-
teria of success in problem solving. Based on these
preferable, but rather idealistic assumptions, verifica-
tion can be usually performed deductively. In contrast,
validation is facing induction problems.

User expectations and needs of application domains
are rarely cxplicitly available. It is a key assumnption
of validation that human beings might sufficiently well
substitute for the forinal knowledge which is either not
existent or not available, at least.

Thus, validation scenarios are characterized by the
division of labour between humans and automated
tools for each of these four phases, respectively.

The Concrete Validation Scenario

The objects wich are to validated are case-based learn-
ing principles. For validating particular CBL princi-
ples, they are implemented in a case-based manner. In
this paper, the learning of formal languages is used as
the special domain for the implementation.

A more detailed introduction into the used CBR and
CBL notions and notation is given in the next section.
A test case consists of a given case-based description
of a formal language and of a syllabus for teaching.

The result of the experiment is also a case-hased
decription of a language, the actual hypothesis of the
learning process. In the evaluation of the experiment,
both language descriptions are compaired. For that.
the same ("BR semantics is used for both descriptions.

Normally, a large set of test cases is necessary for a
validation. In this paper. only one test is described.
for a better understanding. Tt is the extract of a large
number of tests and leads to a validity assessment rec-
ommended.

CBR and CBL

In CBR, knowledge is represented in the form of par-
ticular cases with a suitable similarity measure rather
than any generalized form. The key idea is that such
episodic knowledge comes along during a CBR system
is in use. ‘Therefore, the CBR paradigm is decnied
a key for alleviating the truly serious bottleneck of
knowledge acquisition. According to this perspective,
a ('BR sysicru in use is usually changing over time.
Learning takes place.

The Basic Notions of CBR and CBL

The following notions of CBR are used:

e P is a nonempty set of problems.

e S is a nonempty set of solutions.

e SM is a nonempty and partially ordered set of
similarities. A similarity measure is a function
c: PxP = SM. For s = o(’.Q), it is also said
that P has the similarity s compared with Q.

e In addition, a mapping notSimilar on P x P is
introduced. (For instance, if there is a minimum
min in SM. we define that notSimilar(P, Q) means
o(P.Q) = min.)

o A case base is a finite sequence of pairs
[problein, solution).

On this basis, the relation “problem P is most simi-
lar to problem P is well defined. For any given prob-
lem and case base, a case which is most similar to the
problem should be found. (The similarity of a case to a
problein P is defined by the similarity of the case prob-
lemn to P.) The solution of this case is the experience
which should be used for problem solving,.

In general, for a given problemn several most similar
cases could exist in the case base. Then, one case must
be selected by a selection strategy. This strategy
can use further knowledge modelled in such notions
like priority of a solution or relevance of a case.
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On the other hand, there could be no similar case in
the case base. Then, a default solution is taken.

In particular. knowledge acquisition which is per-
formed during CBR by incrementally collecting cases
migth be understood as Case Based Learning
(CBL). like in (Aha 1991) and (Aha, Kibler, & Albert
1991), for instance.

The overall CBL approach is cxemplified on the
following principle: Given any CBR system, ap-
ply it. Whenever it works sucessfully, do not
change it. Whenever it fails on some input case,
add this experience to the case base. Don't
change anything else.

According to this principle, a CBR system may selec-
tively collect cases. thus adopting to its environment's
needs.  Whenever the system fails on certain cases,
the corresponding information is used to enhance the
systetn’s area of competence by storing this particular
case appropriately.

Case—Based Language Description

For the case-based description of a formal language,

the following appointiments are made;

e Problems are words over a fixed alphabel.

e The solutions are 1 for “belonging to the language® and

0 for the opposite case. Here, sulutions are also called

classes, seen from the view point of classification.
After fixing a similarity. a selection strategy. and

a default solution, every case base desceribes a lorinal

languages: A word belongs 1o thelanguage it and only

if the solution 1 is found by the CBR pracess for it.

The Concrete CBR. Basis
At the beginning. the alphabet, the siwilarity. the se-
lection strategy, and the defanlt class is fixed.

For the language. the alphabet £ = {a.b} is nsed.
with words abub, aa and b. for instance.

The similarity is a binary relation. e(v, w) equals |,
exactly if ¢ is a subword of w. 1 stands for simidar and
0 for non-similar. So. the word aba is similar to aaba
and to itself, but not to abba. Here. notSimilar(P. Q)
means o(P,Q) = 0.

For CUBR. the classification should be done with the
selection strategy “selection per sequence’ in con-
nection with the default O
o (iiven any query ¢, it searches for the first case [w. ]
where wis similar to . If such a case is found, ¢ de-
termines how to classify ¢.

e Otherwise. the default class () is taken.

The following case base is used as the deseription of
the object which is to be learnt in the pracess of the
validation : [bab,0], [aa.1].

For using the principle of the overall approach, it
is clear what correct classification means. But it is
necessary to define how a new case is to be added.
This definition depends on the sclection strategy. A
‘careful adding for sclection per sequencd” is used:
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o If the usc of one specific case causes an incorrect
classilication. the new case is inserted directly before
this troublesome case.
e If the default is causing an incorrect classification.
the new case is added at the end of the case base.

For instance, the following classifications with their
reasons are got:

a: 0 (default-value)

bab : | (Clase 1 is the first (and only) similar one.)

babaa : 1 (Clase 1 is the first similar case.)

The teaching process starts with the empty case base
as the actnal hypothesis. The teaching syllabus con-
sists of the first 1000 words over ¥, connected with the
class defined by the given language. Ior illustration.
we display the first and the last cases of this teaching
sequence: [a,0], [b.0], [aa,1], [ab.0]. [ba.0]. .... [bbb-
baabbb.1]. [bbbhabaaa,0]. [bbbbabaab.0).

In general. the result of the learning process also
depends on the used sequence in teaching and the size
of the given information about the object which is to
be learnt. But here. the influence of the sequence is
not so ituportant and the sequence is fong enough for
aetting the wanted effects.

The Validation of the Overall Principle

The experiment described in the last section leads 1o
the following case base as the final hypothesis of the
learning process:

faabab, 0). [babua. 0].
[rabbab. 0], {babbaa, ).
[aabbbab. 0], [habbbaa. ).
[aabbbbab. 0]. [babbbbaa, ().
wabbbbbal, 0], [babbbbbaa. 0].

{ua, 1).

At first glance, the database is larger than the pre
setting standard, This may be more or less norwal
because one cannot expect that learning resulis in op-
timized solutions. However, this is only a sotchow su-
perficial cotument. The problem is eonsiderably more
involved.

The ease [bab,0] will never be added to the case base
by the overall principle because it is always correctly
classilied by the default.

That means, for instance, that all cases of the form
“[aab(h)” ab. 0] have to be added to the case base during
learning. As this is an infinite number of cases, any
current case base never gives a correct description of
the pre set language.

The detected phenomenon is a non-pathological one.
When choosing a case base at random, it frequently
ocenrs. Thus, already very simple have yicld a first
insight of some generality.

To some extent. this exhibits the invalidity of the
CBL prinriple under inspection.



CBL without Defaults?

The analysis of the considered learning example leads
to the following observation:

Cases can exist in the case base which are not neces-
sary for the classification of their own problem because
of the default classification. But, they are necessary for
the correct classification of other problems. Such cases
will never be added to the case base if the overall ap-
proach is used.

Learning without any classification default could be
a way out. We consider the saine language to be learnt,
the same learning syllabus, and the overall learning
method, too. The only difference is that the classifi-
cation procedure, used by the learning method, works
without a default. If there is no similar case, the out-
put is like noSolution and hence, the case is added to
the case base. Then, the following hypothesis case base
is created:

[aabab.0]. . ... [babbbbbaa, 0],

[ea, 1], [a,0], [b,0].
It is obvious that there is no improvement. The learn-
ing method creates two default cases by itself. That
shows that default management and case-based learn-
ing are closely connected.

CBL in Two Steps

In the moment of getting a test case, there is no other,
obvious possibility for deciding: Adding the new case if
and only if the classification works incorrectly. But, if
there is a bigger block in the case base, block denotes
a maximal subsequence with a uniform solution and
without gaps, we can try to substitute cases by “better
and fewer’ ones.

This leads us to a ‘two step learning’. In the first
step, the learning process is done, by constructing a
extented case base with normal and generalized cases
as a hypothesis (cf. (Bergmann & Wilke 1996), for a
closely related approach taking generalized cases into
account). In the second step, the extented case base is
reduced to a (classical) one.

For the generalization of cases, further assumptions
for the similarity are necessary which are fulfilled by
the subword relation:

o The similarity predicate < should be transitive.

e Let Pred(rz,y)={: | : <z and : < y} the set
of all common predecessors of x and y, related to <.
This set should be finite for all x and y (and of course
generally computable).

Generalization and Evaluation of Cases

An extented case base consists of (classical) cases
and generalized cases. The classification is always
done with and without these generalized cases, in a
uniform way. For all problems contained in the {classi-
cal part of the) case base, both classifications have to
have the same solution. In every block, the generalized
cases stand at the top and the plain cases at the end. A

generalized case has the form [word, class, evaluation].
The following conditions are always fulfilled:

o The class is this class used in the whole block.

o Normally, the evaluation is the nonempty set of all
words of cases of the block so that word is similar to
them. The generalized case represents all these cases.
If a represented case causes a classification then the
representing generalized case does so, as well, because
of the transitivity of the similarity. But, an empty
evaluation means that the generalized case is deleted
for ever and not used for the classifications.

A (plain, i.e. conventional) case is added if the clas-
sification without extented cases works incorrectly. in
the same way like before,

If a new case [w,¢] is added to the extented case
base. the following is also done:
e If the case creates a new block at the top or at the
end, then nothing else is changed.
o If the case divides a block into three new blocks, the
extented cases of the former block, which are now in
the first of the three blocks, are copied to the third
block.
o If the case is embedded in a block, every minimal
member of the following sets causes a new generalized
casc at the top of the block if there is still no one in
the block:

Pred(w.x) N {z | [z.c.{}] not in the block }

N{z | [z.e,{}] correct & necessary in the block }

N{z | [z.¢] not case in the block }
for every other case x of the block. ('orrectness in
the block means that all case words standing behind
the block have the same classification both with and
without this generalized case. Necessity means that
the cases before the block don’t cause the classification
of the word.

In addition, the evaluation of all the extented (gen-
eralized) cases of the block is completed if necessary.

For every information [w.c] in the learning process.
the classification with and without generalized cases is
compared. If there is a difference, the generalized case
that caused the difference is deleted by substitution
of the evaluation by the empty set. And then. this
comparison is repeated until both results are equal.

For the example learning task. we get the following
generalized cases: _

[bbbbb. 0, {}], [bbbbaa,0,{}], - - -. [aah.0.{}].

[bab. 0, {aabab, babua, aabbab. .... babbbbbaa}].

[baa. 0, {}]. [66.0, {}]. [ba,0.{}]. [ab.0.{}]. [b.0. {}].
One can easily recognize that the generalized case
[bab. 0, {...}] represents all additional cases.

So far, the result is semantically quite satisfying.
But it is syntactically odd, because the form of the
hypothesis, which includes generalized cases. do not
meet the requirements of the originally assumed spec-
ification language. Some reduction step is necessary.
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Reduction of the Extented Case Base

The reduction could be done in the following way: A
threshold value for the size of the evaluation is fixed.
say 8, for instance. The following is done for all the
generalized cases behind the threshold value, where the
procedure is starting with the largest clements follow-
ing the ordering in the case base:

Transform the chosen generalized case into a classical
one, remove all represented cases, and delete them in
the other e valuations.

This procedure yields description of the object to
be learnt from which we started originally. This fact
is a first hint to the validity of the learning method
presented above. at least in the domain of langnage
learning.

In the future. a variety of related experitnents are
necessary. We did present only one of the many possi-
bilities of combining CBL, generalization, evalnation.
and reduction appropriately.

Conclusions

The ideas of CBR and ('BL are rather intuitive and
alluring. This makes it considerably difficult to sep-
arate the chall from the wheat. Systematic systems
validation may help to get a better understanding of
the power and the limitations of principles in CBR,, in
general, and in CBL. in particular.

The reader may consult (Dotsch & Jantke 1996). for
instance. where large series of experiments are reported
which support the believe that some of the charting
ideas of CBL do not work as desired.

Besides the present paper’s intended contribution to
case-based reasoning, the validation of CBL principles
is mainly understood as a case in complex interactive
systems validation. A considerably small amount of
learning experitnents has pointed to substantial Haws
of a sample principle focused on in the present paper.
This is illustrating that the present approach works.
Further investigations will go into more details and ex-
tend our first resulis.

Some simple CRBL learning principles are not valid
because they do ignore important information. Like in
tennis. you lose the game if you lose the Big Points.
But in learning. it is uot decidable which points are
big and which are not. Here. a first step is done in the
correction of lost Big Points. by processing its conse-
quences. In contrast, in tennis the game might he over.
Thus, there is some hope - in learning. at least.
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