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Abstract
Bayesian networks for large and complex domains are
difficult to construct and maintain. For example mod-
ifying a small network fragment in a repetitive struc-
ture might be very time consuming. Top-down mod-
elling may simplify the construction of large Bayesian
networks, but methods (partly) supporting top-down
modelling have only recently been introduced and tools
do not exist. In this paper, we try to take a top-
down approach to constructing Bayesian networks by
using existing object oriented methods. We change
these where they fail to support top-down model-
ing. This provides a new framework that allows top-
down methodologies for the construction of Bayesian
networks, provides an efficient class hierarchy and a
compact way of specifying and representing temporal
Bayesian networks. Furthermore, a conceptual simpli-
fication is achieved.

Introduction

Constructing and maintaining Bayesian networks
(BNs) can be a time consuming process. Using current
methods and tools, a top-down approach to construct-
ing BNs is not possible and there is no compact way of
representing temporal BNs. Based on the concepts of
(KoUer and Pfeffer, 1997), the goal of this paper is 
provide a solution to these difficulties by constructing
BNs using an object-oriented approach. In short, this
paper aims at:
¯ allowing a top-down methodology for the construc-

tion of BNs,

¯ supplying an easy-to-use tool for constructing large
BNs, especially those with repetitive structures like
temporal Bayesian networks,

¯ using encapsulation and hierarchy in an object-
oriented way.

Top-down construction of BNs

Using small and ’easy-to-read’ pieces of a complex
model is an already applied technique for constucting
large Bayesian networks. For instance, (Pradhan et al.,
1994) introduce the concept of subnetworks which can
be viewed and edited separately even if they are differ-
ent pieces of the same network; (Srinivas, 1994) adds

levels of integration of fragments (using an analogy
with Boolean circuits); (Laskey and Mahoney, 1997)
are concerned with the combination of fragments (us-
ing conditional noisy-MIN); and (Koller and Pfeffer,
1997) present a framework for such representations. We
would like to focus on the fact that this way of thinking
about BNs could lead to more than just simplifying the
task of modeling. It could allow a very compact spec-
ification of knowledge (especially if it contains repeti-
tive structures) and it is expedient to allow a top-down
modeling process.

Throughout this paper an example will be used to
show the shortcomings of existing methodologies in al-
lowing top-down modeling, and solutions to these prob-
lems will be suggested, adding up to an Object-Oriented
Bayesian Network (OOBN).
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Figure 1: A skeleton cow where the dependences between
input nodes and output nodes are not yet known, and
therefore specified by construction links.

Old McDonald (OM) has a farm with 5 milk cows
and 5 meat cows. A milk cow primarily produces milk
and a meat cow primarily produces meat. OM wants
to find out how to maximise his profit.

So OM begins constructing a Bayesian network to
simulate his stock. He decides to have two classes, one
for his stock and one for his cows. In order to do it in a
top-down fashion he should be able to construct a skele-
ton cow model to be used by the stock. He knows that
what a cow eats and who its mother is influences how
much milk and meat it produces. OM wants Mother
and Food to be input nodes, variables not in the class
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that can influence variables inside instantiations of the
class. He wants Milk and Meat to be output nodes, vari-
ables from a class usable outside the instantiations of
the class. Unfortunately it is not possible, using cur-
rent methods, to specify that nodes are connected in
some yet unspecified way, therefore we introduce a new
link, called a construction link that can be directed or
undirected, indicating that some form of dependence
between the nodes exists (see Figure 1). In the pro-
posed framework dotted ellipses represent input nodes,
shaded ellipses represent output nodes and dotted dou-
ble lines with or without arrows are construction links.

1

Figure 2: The Stock class as specified by OM containing
10 cows. Note that some input nodes are not referencing
any nodes.

OM then continues by constructing a class Stock rep-
resenting his live-stock. In doing that he encounters an-
other problem: All input nodes must reference a node
in the encapsulating class, but at this point OM is not
sure who the mothers of all his cows are. To overcome
this problem we introduce a default potential. A de-
fault potential is a prior probability distribution over
the states of an input node, used when the input node
is not referencing any node. In Figure 2 the boxes are
instances of another class, e.g. Cowl is an instance of
the class Cow. Note that only the input nodes and out-
put nodes are visible, as they are the only part of the
instance available to the encapsulating class. The dou-
ble arrows are references, for instance the Food node is
referenced by the input node Food of Cowl. This direc-
tion of the arrows is more intuitive during construction
where Food is used inside Cowl. The small boxes are
not part of the proposed framework, but are there to
show that there are lots of instances of Cow. Not all the
Mother input nodes are referencing a node, but because
of the default potential this BN can be used for infer-
ence. Another consequence of the default potential is

what we call anytime compilation meaning a class can
be translated into some structure for doing inference in
any step of the construction. How this translation is
done will be shown later. Furthermore, we do not ad-
dress the problem of a variable having as many parents
as for instance Milk total.

Now OM decides it is time to get an expert to help
him specify how a cow should look like. The expert
constructs a Generic cow as shown in Figure 3. This
specification of a cow then replaces OMs own cow spec-
ification (Figure 1) in the Stock class (Figure 

Generic cow

t F \

.,

Food t Mother
%

Figure 3: A Generic cow class as defined by the e~pert.
The arrows are links as in normal BNs.

Milk cow IS A Generic cow

t Food t Mother ~ Weather

Figure 4: The experts specification of a milk cow. Note
that the input set is larger than the input set of the
Generic cow (see Figure 3).

The expert tells OM that he might want to get speci-
fications of both a milk cow and a meat cow which OM
agrees to, but here they encounter another problem.
They want the two new cow specifications to be sub-
classes of the Generic cow class, but then they need to
have smaller input and output sets (Koller and Pfeffer,
1997), and the expert’s specification of a milk cow has
a larger input set (see Figure 4). The solution to this 
straightforward given the new default potential, which
allows a more common definition of class hierarchy than
the one proposed by (Koller and Pfeffer, 1997): A class
can be a subclass of another class if it has the same or
larger input and output sets. The reason why Koller
and Pfeffer require smaller or the same input set is that
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they cannot allow an input node not to reference any
node in the encapsulating class, but they want to allow
an instantiation of subclass to replace an instantiation
of the superclass. This is still possible with this new
class hierarchy, but some input nodes might not be ref-
erencing a node. The class Milk cow shown in Figure
4 is a subclass of the Generic cow class (IS A Generic
cow). The Heat cow specification is left out for space
Smck

Figure 5: The Stock with five Hilk cows and five Heat
COWS.

These new subclasses of the Generic cow are then
used in the Stock class as shown in Figure 5. This
quite simple model appears rather complex, although
it just consist of a five-time repetition of two very sim-
ple classes plus some surrounding structure. We will
now introduce a compact representation of BNs with
repetitive structures.

Compact representation of repetitive

structures
In this section we will introduce a compact way of
representing repetitive structures, illustrated through
a model used for adjusting the insuline dose of diabet-
ics developed by (Andreassen et al., 1994). In their
model there is a BN fragment modeling an hour for a
diabetic. This fragment is represented as a class in Fig-
ure 6. Twenty-four interconnected instantiations of this
class then represents a day for a diabetic.

DiabeWs

Figure 6: A class modeling an hour ]or a diabetic.

The basic structure of this diabetes class can easily be
transformed into the time-slice class in Figure 7. Ref-

erences between a node and an input node of the same
class, are called self references and means that the node
is referenced by the input node of the next time-slice, if
there is a next time-slice in the instantiation of the class.
For example, there is a reference link from ClIO to the
input node ClIO old meaning that CHO is referenced
by CHO old in the next time slice. The time-slice class
in Figure 7 represents an hour for a diabetic. Note that
a time-slice class is just a class with self references. It
is used to find out how much insulin the diabetic needs
to take by monitoring how much food the diabetic eats
and measuring the amount of blood sugar (BG). The
variable ClIO was an output only to make it available
for the next time-slice and therefore does not have to
be an output anymore.

Figure 7: A time-slice class representing an hour for a
diabetic.

J

#~mll~hdm

Figure 8: A class representing a day for a diabetic.
Figures 7 and 8 fully specify a whole network with 271
nodes.

In Figure 8, an instantiation with twenty-four copies
of the class in Figure 7 is shown together with some
general nodes. The input nodes Meal, and Ins Release
indicate that there are unreferenced copies of them in
the abstract node. The other input and output nodes
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are all linked to nodes outside the instantiation. Meal
init, CHO init and BG init, represent the initial values
for the day. Ins Sens is a constant for the person, in
this case John, and is therefore referenced by all the Ins
Sens of John (John.Ins Sens[*]). Breakfast, Lunch and
Dinner represent that John eats three times during the
day, and his meals are at the 8’th, 12’th and 18’th hour
of the day (they are referenced by John.Meal[8],[12] and
[18]). He gets insulin 4 times a day at regular intervals
(7, 11, 15 and 19). Instead of letting all the rest of the
Meal and Ins Release nodes reference an outside node,
the default potential is used, so that any of these nodes
not referencing a node is in the state indicating that
no glucose or insulin have been administered. The out-
put nodes John.BG[1]-[24] (indicated by BG[*]) are all
linked to BG max and BG rain that gives the maximal
and minimal value of the blood sugar.

In the cow example, it is now possible to have a
more compact representation of the 10 cows using the
cow classes as time-slice classes with no self references,
which means that the different time slices are not ref-
erencing each other, or in other words Figure 9 has 5
instantiations of the Milk cow class contained in the
time slice instantiation of/4ilk cow.

Figure 9: A compact representation of OM’s stock with
10 cows.

Inference

Inference in a class can be performed in at least two
different ways :
¯ Translating to a BN and performing propagation in

this network.

¯ Translating to a Multiply Sectioned Bayesian Net-
work (MSBN) and performing propagation in this
MSBN (Xiang and Jensen, 1999).

An algorithm for translating a class to a BN will be
given in the following. Translating to a MSBN is de-
scribed by (Bangs0 and Wuillemin, 2000).

Translating a class to a BN
Any class can be viewed as what (Koller and Pfeffer,
1997) call the situation object, meaning an environ-
ment for the classes to be instantiated in. This class
is translated into a BN using the algorithm sketched
below. In the OM example the class to translate is the
Stock class shown in Figure 9.

1. Add a node to the BN for all input nodes, output
nodes and normal nodes of the class.

2. Add a node to the BN for each input node, output
node and normal node of the instantiations contained
in the class, and all the instantiations they contain,
and so on.

3. Add a link for each link in the class, and repeat this
for each of the instantiations.

4. Merge all nodes that are linked with reference links
into one node with all the parents and children of all
the nodes that are merged.

Note that construction links are ignored in the algo-
rithm, they are just a reminder for the BN constructor
that some kind of dependence is present and the depen-
dence should be specified later. Input nodes not refer-
encing another node will become normal nodes with the
default potential.

The architecture of the proposed OOBN
framework

The proposed OOBN framework will be described
briefly in the following, including some features not de-
scribed above.

We introduce two new links:
¯ Construction links are reminders that some depen-

dence between variables exist. Construction links can
also go to or from instantiations.

¯ Reference links are used to get access to variables
outside the scope of the class definition.

It is worth noting that the structure of references is all-
ways a forest. Cycles are not possible, as this would
imply an instantion being included in one of the in-
stantiations it contains. We introduce two new kinds of
nodes:
¯ Input nodes axe used to get access to a node outside

the scope of the class. It has a default potential, used
when the node is not referencing a node. Input nodes
cannot have parents.

¯ Output nodes are used to let nodes inside the instan-
tiation be parents of nodes in the context.

If an instantiation A with output node a is inside B
and a is needed outside B an output node ab with no
parents can be created in B. ab may then reference
a, making a available outside B. These two kinds of
nodes form the interface between an instantiation and
the context in which the instantiation exists.

A class A can be a subclass of another class B if
A contains at least the same set of nodes as B. No
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restriction on the way these nodes are linked is imposed
by the class hierarchy. This relation is transitive but
not anti-symmetric, so to avoid cycles we require that
a subclass of a class cannot be a superclass of this class
as well.

This new framework also allows a compact specifi-
cation of OOBN’s if they contain some structure that
is repeated several times, like a time slice, or the cows
from the example. This is done by allowing reference
links between nodes of the same class, where the ref-
erencing node is an input node. These links are called
self reference links, and are ignored in the translation
unless a number of repetitions is specified.

Conclusion
In this paper we have presented an object-oriented
framework supporting top-down construction of
Bayesian networks in an easy and intuitive way.
We claim that this new framework is simpler yet
more powerful than previously proposed frameworks.
(Bangs~ and Wuillemin, 2000) have conducted 
detailed comparison of the framework proposed in the
present paper and the framework proposed by (Koller
and Pfeffer, 1997), concluding that the expressive
power of the two frameworks is the same, despite the
fact that our framework allows top-down modelling.

Building models of complex systems is most naturally
done in a top-down fashion. Thus, as Bayesian-network
models of complex systems can easily involve hundreds
or even thousands of variables and many more links,
tools supporting top-down construction of Bayesian
networks are essential. Object orientation facilitates
construction and modification of repetitive structures
and provides for a natural way of reusing model frag-
ments through a powerful and intuitive class hierarchy.

The framework introduces the concepts of construc-
tion links and default potentials which allow any-time
compilation of the model (into a junction tree used for
performing inference in the network) during the con-
struction process. That is, validation of parts of the
model can be performed even though the model has not
been completely specified. Furthermore, construction
links allows the model builder to specify relationships
at a more abstract level, when he is lacking knowledge
of the nature of the detailed relationships.

Both the framework of (Koller and Pfeffer, 1997)
and the framework proposed in the present paper allow
probability propagation to be performed in fragments
of the network, as the resulting OOBNs can be regarded
as MSBNs. The propagation approach for MSBNs has
been described in detail by (Xiang et al., 1993).

The need for modelling the (temporal) dynamics 
systems arise very often, typically involving a station-
ary dynamic model (i.e., a model consisting of iden-
tical submodels, socalled "time slices"). The frame-
work proposed in the present paper provides an easy-to-
use method for compact specifications of such dynamic
Bayesian networks.
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A subset of the proposed framework is currently be-
ing implemented in the BN tool Hugin, and expected
to be released in the near future.
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