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Abstract

In this paper we describe the prototype of a yel-
low page service for customers in a distributed
cyber-shopping mall. This application combines
distributed data mining with agent technologies.
The paper focuses on a framework to support dis-
tributed data mining. Data mining approaches
have dealt with finding interesting patterns, how-
ever, there is little research on developing a frame-
work for effective and efficient distributed data
mining. Our approach to providing such a frame-
work combines a concept hierarchy and an effi-
cient, distributed encoding of that concept hier-
archy with existing data mining methods. This
marriage results in a new distributed data repre-
sentation for data mining, called Combined Hier-
archical Set (CHS). CHS provides a framework for
knowledge discovery including discovery of gener-
alized associations, aggregated associations, and
combined associations.

Introduction

One important aspect of e-commerce is the buying and
selling of products over the Internet. Large amounts
of product information and thousands of web sites, in-
cluding cyber-shopping malls, result in an information
overload that makes it hard for online shoppers to se-
lect appropriate items. For instance, a customer might
want to "find the most popular adventure game similar
to Star Trek Voyager working on a Windows 98 Pen-
tium computer."

To answer the above question as a data mining query,
we will measure popularity by sales figures. Secondly,
we need to represent and use the fact that there are sev-
eral classes of PC games, such as "Strategy," "Action,"
"Adventure," and "Sports." Among these, Star Trek
Voyager is classified as Action game. Thirdly, the game
should work on Windows 98 Pentinm computers. The
ideal answer for the query would be the action game
with the maximum sales figure that is compatible with
Windows 98 on a Pentium computer. For this inference,
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we need to perform reasoning using generalization, ag-
gregation and constraint-based association.

We have been working on providing an e-commerce
yellow page service for customers of distributed cyber-
shopping malls, which have supported such interesting
query types. For this service we are using data mining,
distributed concept hierarchies and agent technologies.

Data mining has developed advanced techniques for
extracting significant patterns or interesting rules in
large databases. However, data mining has lots of chal-
lenges to surmount. One of the challenging tasks is
to discover association rules from massive transaction
databases. As the sizes of databases for real world
problems grow rapidly, data mining becomes compu-
rationally expensive and data mining results are unpre-
dictable (Li and Shasha 1998). The frequent item com-
putation of data mining is one of the time consuming
operations. Existing algorithms for finding association
rules consider only subsets of interesting items, which
are greater than a minimum threshold. However, to
find meaningful association rules still requires a large
amount of computational power and time (Han et al.
1997). Moreover, the discovered association rules may
not reflect the real world situation (Silverstein et al.
1998). Many researchers have realized the requirement
of domain knowledge for effective data mining.

One popular representation of domain knowledge is
the concept hierarchy. A concept hierarchy represents
concepts at different abstraction levels. It provides a
framework for natural transition from lower levels to
higher levels of abstraction (Han and Fu 1995). Var-
ious efforts have been reported to connect knowledge
bases and data mining, using concept hierarchies (Hall
1995; Han and Fu 1995). Specifically, attribute-oriented
induction is an example of using a concept hierarchy to
generalize attributes in data mining. Hart et al. state
that the power of generalization leads to a substan-
tial improvement and greater flexibility in querying a
database (Hart et al. 1996).

Recently, distributed data mining has been studied
for large, distributed databases (Cheung et al. 1996;
Prodromidis and Stolfo 1998) and it appears to be
a natural match for agent technologies (Nodine 1998;
Stolfo et al. 1997; Skoron and Stepaniuk 1999). Mul-
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Figure 1: Distributed Combined¯ Relational Hierarchies (CRtt) and Combined Hierarchical Sets (CHS)

tiple agents collaborate to achieve a common goal such
as knowledge discovery. Some major problems with dis-
tributed data mining are related to the fact that the
domain knowledge is typically represented as trees or
graphs (concept hierarchies). It is difficult to distribute
such pointer-based knowledge over multiple agents or
machines. The Combined Hierarchical Set (CHS) is 
efficient representation which supports distributed gen-
eralization and effective query processing.

Our approach to the above problems is to combine
the association rules (Assoc-with) discovered by data
mining witti a conceptual hierarchy and to model the
combined knowledge by a distributed pointcrless rep-
resentation. Our conceptual hierarchy (Figure 1) goes
beyond the typical IS-A hierarchies in that it integrates
IS-A, Part-of, Contained-in, and Assoe-with in one in-
tuitive hierarchy. In this paper, we use Part-of as a
synonym of Aggregation (although the inference direc-
tion would be opposite). The hierarchy is transformed
into a pointerless encoding, CHS.

Since knowledge base lookup during data mining
takes a considerable amount of time, an efficient en-
coding of the concept hierarchy is of major importance.
Even if a representation provides a fast lookup, if the
space requirements are too high, the encoding is not
acceptable. If the encoding is localized, but the data is
distributed, additional problems may occur. Ideally, we
would like to provide a distributed hierarchy encoding
with small space and time requirements.

The CHS is based on a hierarchy representation
called materialized transitive closure (Agrawal et al.

1989) which approaches the above requirements. In
extensive previous research we have adapted material-
ized transitive closures to high performance computing
(Lee and Geller 1996a, 1996b; Lee 1997). Our paper 
FLAI~S-96 (Lee and Geller 1996a) shows high speed
inheritance in our parallel materialized transitive clo-
sure. Thus, the CHS is a distributed, pointerless, multi-
relational, materialized transitive closure. The different
sites of the distributed representation are accessed and
queried using agent technology. Application of our pre-
vious work to data mining and the use of agent technol-
ogy for distributed processing of the concept hierarchy
are the new results of this paper.

It is impossible to explain in detail the construction,
maintenance and update of the CHS which was devel-
oped in a chain of publications (Lee and Geller 1996a,
1996b; Lee 1997). The following example is only in-
tended to give a flavor of the representation. In Figure 1
(H1) a transitive relationship between Action Games
and Star Trek Voyager can be verified by looking at the
number pairs of Action Games and Star Trek Voyager.
Because [10 10] is contained in [6 12] we can conclude
that Star Trek Voyager is indeed Action Games.

In this paper, we present (1) how to integrate a con-
cept hierarchy with association rules and how to trans-
form the integrated knowledge into the CHS; (2) 
inference model for data mining and query processing
that supports generalization/specialization of associa-
tion rules and association rules through multiple and
distributed hierarchies; (3) distributed knowledge dis-
covery and interesting query types with CHS; (4) 
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prototype of our yellow page system based on multiple-
agent techniques.

In Section 2 of this paper, a brief summary of related
work in data mining is presented. In Section 3, our rep-
resentational framework is presented. In Section 4, our
approach to agent-based distributed knowledge discov-
ery is discussed. Section 5 contains our conclusions.

Combined Hierarchical Set for Data
Mining

In this section, we introduce several reasoning models
to uncover distant associations through multi-distance,
multi-level, cross-hierarchy combined reasoning. The
generalization of association rules through concept hi-
erarchies is used to discover additional useful associa-
tion rules from transaction databases. We will follow
Agrawal’s terminology and call an ancestor in a DAG
(Directed Acyclic Graph) predecessor. Similarly, a
successor is a descendant of a node.

Srikant et al. (1995) use a notion of generalized asso-
ciation rule: X =~ Y, where X C 2: (itemset) and Y 
2: (itemset) with X n Y = 0 and no item in Y is a pre-
decessor of any item in X. The generalized association
was modeled to find "interesting rules" without any re-
dundant information such as x ~ predecessor(x). Note
that =~ denotes an association rule, ~ denotes IS-A*
(zero or more IS-A relations) and -,~ denotes combined
association relations.

A center point of our previous work was efficient pure
transitive closure reasoning. This form of reasoning
looks as follows. Assume a predecessor a of a node
7-. r is reachable by a path of relations Rz (all of the
same type) from a. Then the relation x holds between
a and 7-. As an example of pure transitive closure rea-
soning, from Timeline IS-A PC Games; and PC Games
IS-A Software; we infer that Timeline IS-A Software;

The following definitions of generalization and aggre-
gation of association rules are defined based on pure
transitive closure.
Definition 1: Relational IS-A Notation Below, we
will be using ¢ R" ~- as relational notation for ~ -~ 7-
where 7- is a predecessor of ~.
Definition 2: Generalized Association If (X -~ 
and Y =~ Z) or (X =~ Y and Y -~ Z) or (X 
and A =~ B and B --~ Z), then X =~ Z. The step
from X to Y or Y to Z in the associations is referred
to as "generalization." In the general case, if it holds
that (Xt R8 X,,,) and (X,~ =~ Xl) and (Xt 8 Xn) [by
Definition 1] then Xx =~ Xn where m # l ~ n.

For example, if Star Trek Voyager IS-A Teen Action
Game and Microsoft JS-326 IS-A Joy Stick and if a
customer buys a Star ~D~k Voyager game then he/she
will also buy a Microsoft JS-3~6 then we can infer that
if a customer buys Teen Action Game then she will also
buy a Joy Stick.

lu order to model the yellow page application we need
an additional formal construct. Intuitively, we are now
aggregating over several cyber-shopping malls. Each

mall has its own hierarchy (Hi).
Definition 3: Aggregated Association If H has
multiple parts Hi,/-/2, ... Hn, and X and Y are asso-
ciated as X =~ Y in every Hi, which can be rewritten as
(H p Hi) a nd (X =~ YinHi) for 1 < i < n [by Def-
inition 1], then we define an "aggregated association"
between X and Y in H.

For example, at Yahoo Mall, if a customer buys a
Sony flat TV set then she will also buy a Sony DVD
player; and at Cybernet Mall, if a customer buys a
Sony fiat TV set then he/she will also buy a Sony DVD
player; then we can infer that at Online Mall, if a cus-
tomer buys a Sony fiat TV then she will also buy a Sony
D VD player;

We are modeling the different web-accessible shop-
ping malls as parts (Part-of) the distributed shopping
mall for which we are constructing the yellow pages.
The Part-of relation has been well supported in our
previous work (Halper et al. 1998) as has the combined
IS-A - Part-of transitive closure reasoning.
Definition 4: Combined Transitive Closure Rea-
soning If several relation types are involved, such as
Part-of and IS-A above, we refer to the transitive rea-
soning as combined transitive closure reasoning, speci-
fied as R{8,p,ct. We use a hierarchical priority ordering
among the hierarchical relations (Winston et al. 1987),
such that combined inclusion relation syllogisms are
valid if and only if the conclusion expresses the lower
relational priority appearing in the premises. This has
been discussed in our previous papers (Lee and Geller
1996a, 2000).

As an example of combined transitive reasoning,
from if a PC monitor IS-A screen and if a PC mon-
itor is Part-of a PC and if information on the PC is
Contained-in the Yahoo Mall we infer that information
on a screen is Contained-in the Yahoo Mall.
Definition 5: Combined and Constraint-based
Association If it holds that XI R(s’p’c} Xm [by Def-
inition 4] and Xm [c]=~ Xn where constraint e is sat-
isfied, then we infer a "combined and constraint-based
association" X1 [c] ~-~ Xn. See Section 3 for details of
the constraint.

As an example of combined and constraint-based as-
sociation, from if a Star ~D~k Voyager game is Assoc-
with an Escape from Monkey Island game and is rated
as a teen game and if information on a Star Trek Voy-
ager is Contained-in the teen page of Amazon Mall then
information on an Escape from Monkey Island game is
most likely to be Contained-in the teen page of Amazon
Mall.

Construction of Combined Hierarchical
Set

In this section, we present details of the CHS, which
supports extended inference as described above. The
CHS is a materialized form of a combined relational
hierarchy. A combined relational hierarchy allows mul-
tiple relations to coexist in one hierarchy (Figure 1).

14 FLAIRS-2001



This permits transitivity through several different rela-
tionships (e.g., Part-of and IS-A).

In this section we show (1) the primary building
blocks of CHS; (2) how the CHS encoding supports the
inferences mentioned in Section 2; and (3) what feature
of the encoding makes it possible to map a hierarchy
onto a space of distributed agents.

Dealing with (1), we have shown reasoning algo-
rithms in our previous research (Lee and GeUer 1996b)
for relational hierarchies combining IS-A, Part-of, and
Contained-in which are now extended to association
rules. To deal with the other questions, a three step
mapping (Figure 2) that we have developed in (Lee 
Geller 1996a) is greatly extended in this paper.

The distributed CHS representation is based on a di-
rected acyclic graph (DAG). Every node is annotated
with data elements, <.~, ~, £, R, 74, ~> consisting
of a Set of Number Pairs QV’), a Relation Type (~),
a Node Level (£), a Constraint Rule (n), a Hierarchy
Identifier (74), and an Inference Value Pair (~).
Set of Number Pairs (Af): It is possible to perform
transitive closure reasoning and combined association
with a set of DAG nodes, but without the DAG links, by
using a materialized transitive closure, which consists of
sets of number pairs attached to the nodes. In previous
work we and others have extensively published on this
method (Schubert 1979; Agrawal et al. 1989; Lee and
Geller 1996a, 1996b).
Relation Type (~): Intuitively, when combining sev-
eral kinds of relationships (IS-A, Part-of, Contained-in,
Assoc-with) into one single hierarchy, confusion between
those relationships would occur. Thus we annotate each
relationship by a relation type to maintain its identity
in the CHS. Space limitations force us to refer to pre-
viously published material for formal details (Lee and
Geller 1996b).
Node Level (E): The node level of a node A represents
the level at which A is located in a DAG G. The level
of a node is determined based on a spanning tree of
G. The node level is used to measure the degree of
generalization or specialization and to support multi-
level generalization and transitivity.
Constraint Rule (n) is used to restrict association
between nodes by specifying conditions. We define the
rule as R = R~ Op2 Rj ] Ri I Opt 1~ and 1~ = Attr
AOp Attr-or-Val where Attr is an attribute, Opl E
(NOT}, Op2 e (AND, OR}, AOp e {<, <, ~, =, >_,
>}, and Attr-or-Val is either an attribute or its value.
For instance, a Teen game is for someone whose age is
ranged between 13 and 19 (Age > 13 AND Age < 19).
Hierarchy Identifier (7-/) is used to distinguish
among hierarchies when multiple hierarchies are in-
volved in inference during data mining.
Inference Value Pair (~) represents the support and
confidence values at a node in combined association.
The definition of ¯ follows Srikant et al.’s definitions
for expected support and confidence of generalized as-
sociation (Srikant and Agrawal 1995).

The CHS is constructed based on our three step map-

ping (Figure 2). In the first step, we combine a con-
cept hierarchy of the real world and a set of discovered
association rules (with high confidence values) into 
combined relational hierarchy by representing associa-
tion rules as Assoc-with and Aggregation relations an-
notated with support and confidence values. By this
step, the hierarchy identifiers (7{) and inference value
pairs (~) are computed. Refer (Lee and Geller 1996a,
1996b) for details.

In the second step (Figure 2), the hierarchy of nodes
is mapped onto a set of those nodes, so that every node
is annotated with one or more number pairs. Every
relation has an associated relation type and an associ-
ated priority value (Lee and Geller 1996b). The relation
type of a number pair is sometimes transformed during
propagation. Since the priority of the relation type S
(IS-A) is the lowest among all the relation types, the
relation type of the propagated pair will always be re-
placed by the relation type R associated with the link.
Refer to (Lee and Geller 1996b) for more details on this.
By this step, the set of number pairs (AW), the relation
type (~) and the node level (/:) are computed. In (Lee
and Gellex 1996b):, we have shown that our represen-
tation (Figure 1) is sufficient for the efficient parallel
execution of all necessary retrieval and. update opera-
tions (Lee and Geller 1996a).

In the third step (Figure 2), the node set and the as-
sociated <Af, ~, /:, fl, 7~, ~> annotations (CHS) are
mapped onto the distributed agents residing in a dis-
tributed compating.environment. After Step 2 the links
are no longer necessary and may he omitted. Since all
relational information is contained in the number pairs,
the combined hierarchical set representation makes it
easy to represent concept hierarchies on distributed
agents. The combined hierarchical set representation
is completely order independent, i.e., combined hierar-
chical sets are used without loss of relevant hierarchy
information. This simplifies the distributed knowledge
extraction and update operations necessary to main-
tain the concept hierarchy. More details on our pri-
mary representation of CHS can be found in (Lee and
Geller 1993, 1996a). The bi-directional arrows between
combined hierarchical set and distributed subsets mean
that CHS would be updated with feedback or changes
from distributed agents (Figure 2).

Agent-based Distributed Knowledge

Discovery

Distributed data mining is highly attractive due to the
capability of handling huge amounts of data in mod-
ern distributed database environments (Cheung et al.
1996). A prototype of our system was implemented us-
ing IBM’s Aglet agent building framework (Lange et
al. 1997) on a network of Windows NT computers.
Figure 3 shows the interface of our prototype. The
described inference models in Section 2 are designed
and implemented with agent-based distributed comput-
ing. The prototype supports CHS-based data mining,
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owing to its feature of mobility needed for distributed
computing. CHS is designed such that the combined
hierarchical sets of large item sets can be efficiently dis-
tributed and the amount of intersite data exchanges is
minimized. Each agent maintains its own part of the
CHS corresponding to any changes of its local database
of the cyber-shopping mall, and supports interactive
queries from other agents. Each agent shares discov-
ered knowledge with other agents for interesting query
answering. The system answers to a query by collabo-
rating agents: broker agent, resource agent, and query
agent. The retrieval capability based on CHS and mul-
tiple agents is greater than the sum of the capabilities
of the individual information sources.

The query agent accepts queries from a user on infor-
mation available in cyber-shopping malls and presents
the results in a structured form. Hierarchically struc-
tured information allows users easy access to an ap-
propriate level of abstraction of shopping mall infor-
mation. The query agent presents an intuitive inter-
face dynamically generated from an item list available
in connected cyber shopping malls and allows users to
specify attributes for chosen items. For instance, the
user can choose PC game as an item and specify its
attributes and values, such as "teen" as an age group
or "action" as a game genre and its constraints such
as price _< $50, etc. The query results are presented
in an integrated structural form with the support of
the broker agent (See Figure 3). The query agent uni-
fies the query results obtained from specific merchants
and cyber-shopping malls. For instance, for a query
"which game controllers are compatible with my Star
Trek Voyager," the broker agent contacts a software
resource agent and a hardware resource agent by know-
ing that a game is a software and a game controller
is a hardware. The resource agent specialized in soft-
ware retrieves information on Star Trek Voyager from
a software database and HI (Figure 1) and another re-
source agent specialized in hardware retrieves informa-
tion on game controllers from a hardware database and
H2 (Figure 1). Since H2 has information on an asso-
ciation between Star Trek Voyager and Joy Stick, the
query agent can answer the query by integrating knowl-

edge from the distributed sources. Furthermore, the
query agent can suggest some items based on an identi-
fied user model, such as which design was more popular
with the young generation and which brand was sold
most this season.

The broker agent retrieves the appropriate informa-
tion sources to satisfy a given query. The broker agent
also maintains the integrated global view of domain
knowledge from multiple cyber-shopping malls. The in-
tegrated knowledge is encoded as CHS which provides
relationships between information for retrieval and pre-
sentation of discovered information. The agent deter-
mines strategies on gathering and integrating informa-
tion for the query: retrieval from predefined cache or
dynamic retrieval from cyber-shopping malls. The bro-
ker agent generates the combined hierarchical set and
dynamically updates the encoding based on the evolv-
ing information from cyber-shopping malls.

The resource agents manage information available in
every cyber-shopping mall, retrieve resources and verify
the relationships between them locally. These agents
maintain a local CHS representation and a database to
store the detailed product information. These resource
agents are specialized with the basic knowledge relevant
to the domain. For instance, the agent knows that the
cost of PC games would be at least $30 while the cost
of a PC would be at least $800, and how to compute
the delivery charges.

Conclusion

We described a yellow page service based on combined
relationships in data mining. For this, we introduced
a framework which can be used for extracting useful
knowledge and performing interesting queries with in-
creased inferencing power. The basis for implement-
ing this framework is an efficient pointerless represen-
tation, called CHS, which combines an IS-A hierarchy
with Part-of, Contained-in, Assoc-with and aggregation
knowledge. Owing to the nature of this representation,
it is possible to distribute a CHS on a distributed com-
puting environment. We also implemented a query in-
terface on top of CHS using multiple agent techniques.
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