
Learning and Predicting User Behavior for Particular Resource Use
Jung-Jin Lee

Dept. of Computer Science and Engineering, The Catholic University of Korea, BuCheon, Korea
JungJin@songsim.cuk.ac.kr

Robert McCartney and Eugene Santos, Jr.
Dept. of Computer Science and Engineering, University of Connecticut, Storrs, CT 06269-3155 U.S.A.

frobert,eugeneg@engr.uconn.edu

Abstract

To successfully interact with users in providing useful
information, intelligent user interfaces need a mech-
anism for recognizing, characterizing, and predicting
user actions. In particular, it is our interest to develop
the mechanism for recognizing and predicting simple
user intentions, i.e., an activity involves in using partic-
ular resources. Much work to date in adaptive user inter-
faces has resulted in ad-hoc approaches such as simply
capturing user preferences at a shallow level ignoring
the more difficult problem of capturing the user inten-
tion. We frame the modeling task of user interface sys-
tems in terms of learning user patterns of using partic-
ular resources by understanding temporal information
of activity, user intentions, and abstraction of user be-
havior. Our approach learns the individual user models
through time-series action analysis and abstraction. Af-
ter capturing the dynamics of user behavior into reg-
ularities of user behavior(patterns), probabilistic user
models are constructed to facilitate the predictions of
resource usage with a sequence of currently observed
actions in the Unix domain.

Introduction
When humans predict the future for what’s coming next, one
tries to discover existing facts at the present time, employs
past findings and experiences and then utilizes them to en-
vision the future. These are the core concepts we want to
transform from humans to our predictive agents. In partic-
ular for this paper, we are focused on managing resources
such as printer or file system in the UNIX domain; it is for,
specifically, assessing the likelihood of upcoming demands
by users on limited resources and detecting potential prob-
lems by observing human-computer interactions.

Systems which reason about real-world problems can rep-
resent only a portion of reality. Moreover, the observation
of user behavior itself is not easy. If we want to predict the
performance of multiuser computing systems, while having
the uncertainty of what the users are going to do, and how
that affects system performance, the agent’s ability to deter-
mine what to observe will contribute to identifying patterns
of user behavior by dealing with uncertainty. Therefore, the
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user modeling task in our work involves understanding tem-
poral user behavior and learning predictive patterns from
user’s past actions regarding how a user uses particular re-
sources in order to predict the user’s resource demands.

Specifically, we are looking at two problems associated
with predictive pattern learning: (1) decoding the intention
of user action or plan recognition, and (2) learning regulari-
ties of user actions as patterns of user plans. In the first prob-
lem, we want to identify user intent hidden in his/her actions.
The goal of intent recognition is to recognize the category of
an action regarding resource use, which can be viewed as a
process of classification of action data. In the second prob-
lem, we want to learn predictive patterns or skills of user
plans of using a particular resource corresponding to user
action data.

Recognition/Prediction Problem
Suppose an interface agent’s task is to manage given re-
sources, such as a printer and/or a file server, and part of
this task involves transferring work elsewhere to avoid over-
loaded conditions. One way of predicting such use is to rec-
ognize when users are likely to use that resource in the near
future; that is, to recognize the user’s intentions and plans
relative to the resource in question. Many systems would
benefit from the ability to infer user’s knowledge and inten-
tion throughout interaction in order to arrive at a particular
solutions. The benefits of predicting the future behavior of a
user, the usage of resources, or a short-term goal conflict are
that the interface agent can use the prediction to take con-
trol actions both to help users and to better achieve its own
task. For users, the agent can suggest, based upon the pre-
dictions of their behaviors, that users send a file to printer–2,
since printer–1 is jammed and printer–3 has many jobs in the
queue. For overall system performance, based on the mea-
sure of predicted use of printers, the interface agent can take
the action of changing cartridges or warming up the print-
ers or gather some information from other agents. When the
interface agent has multiple resources to manage and its in-
termediate or procedural actions are common to the plans of
using those resources, recognizing which plan is more plau-
sible will be beneficial for managing the right resources. We
look at two prediction problems: predicting the possibility
of using resources with the partial sequence of actions ob-
served and predicting which resource is more likely to be
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used among competing ones within bounded lengths of next
actions.

Domain Characteristics
Our domain of interest is human-computer interaction in a
large, ongoing, and dynamic environment such as Unix and
WWW. Some difficult features in these domains [1] include
the nonstrict temporal orderings of actions, the interleaving
of multiple tasks, the large space of possible plans, some
sequence of actions are shared, suspended, and resumed to
lead to multiple goals, and conditional plans where the con-
dition is neither explicit nor directly observable. The Unix
domain is used as a testbed for this work.

Prediction problems in Unix domain have been explored
in other work. Davison and Hirsh [2] builds an adaptive
system to predict the very next command prompt and Ko-
rvemaker and Greiner [3] extended [2]’s work by provid-
ing top-rated commands to shortcut keys on the user’s key-
board. Recently, a similar problem to ours was investigated
by Lau and Horvitz [4] in a WWW domain, where they use
Bayesian networks to infer the probability of a user’s next
action, the user’s informational goal, based on a considera-
tion of partial evidence about the status of a search.

W: source  .login

A: cd Papers
>

B: ls
> x.tex   y

L: more y
> ...............

M: compress y

C: latex x.tex
> ...............

D: prtex  x.tex
> ...............

N: mail y.Z
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Figure 1: The Correlations of an Example

Less attention has given to issues of ambiguity, distraction
and interleaved execution for uncertainty of user behavior.
The issues are investigated in our work by finding correla-
tions of actions using time-series action analysis. Suppose
the current observation is (a) in Figure1. Through corre-
lations of actions, the sequence of the observation can be
separated into three coherent subsequences: (W), (A-B-C-
D), and (A-B-L-M-N) as (b) in Figure 1. Each coherent
sequence means here a partial sequence of the whole ob-
servation sequence, which is grouped by correlations of its
actions involved. Ambiguity of actions to identify user in-
tent in his/her action is dealt with by recognizing shared ac-
tions, such as action B in Figure 1 where ‘ls’ is considered
to be an information gathering action as in [5]. Distraction
is examined by excluding extraneous actions related to re-

sources in concern, for example, action W in Figure 1 can
be considered irrelevant action with no relation to other ac-
tions and no relevance in using resources. And multiple in-
terleaved plans are investigated by recognizing shared ac-
tions and finding correlations among actions. As in Figure
1, users in Unix domain could and tend to execute actions in
multiple plans interleaved. Finding correlations through ac-
tion analysis segments the sequence into the subsequences:
(W), (A-B-C-D), and (A-B-L-M-N).

Hidden Markov Model Approach
General-purpose machine learning algorithms have been
used to deal with uncertainty to learn user behavior and can
efficiently search large and flexible spaces of classifiers for
a good fit to training data. Although these algorithms are
general, they have a major drawback. In a practical prob-
lem where there is extensive prior knowledge, it can be dif-
ficult to incorporate this prior knowledge into these general
algorithms. A secondary problem is that the classifiers con-
structed by these general learning algorithms are often dif-
ficult to interpret, that is, their internal structure might not
have any correspondence to the real–world process that is
generating the training data. A time-series analysis (segmen-
tation and labeling) of action sequences is done to deal with
uncertainty and ambiguity of actions. Once the sequences
of actions are segmented and labeled, the coherent subse-
quences, which are called predictive patterns learned, are
represented in each HMM in terms of input parameters. A
hidden Markov model (HMM) in our work is used only to
represent and to compute the likelihood of behaviors and the
probability of multiple resource usage.

Learning Predictive Patterns
Inducing regularities/preferences in each user’s behavior to
carry out his/her intended task helps to guide users the daily
work. Each user has a different way of doing the same thing
called preferences and identifying the information that can
characterize the user and be automatically collected is cru-
cial.

Learning predictive patterns involves observing repetitive
or regular behavior. We learn user regularities into proba-
bilistic user models incrementally. There are two ways of
learning predictive patterns: (1) assigning a label to an en-
tire sequence of actions and (2) segmenting the sequence
of actions into subsequences and labeling them individu-
ally. The latter one is more difficult because there are tem-
poral information to consider within each subsequence and
among the subsequences. In our work, segmentation and
labeling method is used to learn the patterns taking observa-
tions of task executions as a time-series analysis. Segmenta-
tion of this problem is extracting coherent partial sequences
through correlation of actions. Once the partial sequences
are extracted the labeling of the subsequences are determin-
ing states relating to using particular resources.

Time-Series Action Analysis: Segmentation
Most work for user-adaptive interface system has analyzed
only the sequence of user behavior. In our work, both se-



quential and relational information are used to extract corre-
lations among actions. Sequential information is a command
sequence and relational information are arguments of the
commands and Unix system’s responses to the commands.
In Figure 1, partial sequences: (W), (A-B-C-D), and (A-B-
L-M-N) are extracted by finding correlations among actions
as contextual temporal information. Correlations among ac-
tions are determined by coherence rules and action knowl-
edge such as command C.Cand argument coherence A.C,
data dependency D.D, anytime action A.A, redundant action
R.A, and conditional sequence C.S. A current working direc-
tory of an action issued is captured and compared to make
sure the actions compared for correlations are in the same
directory. Any argument each action might have, results of
some actions from the Unix system, and time-stamps of ac-
tions which describe the sequence of actions are gathered for
the action reasoning of finding correlations. For instance, if
the current action takes an argument from the result of its
previous action then the data dependency rule is attached as
a link and the link represents the two actions are correlated
with the data dependency relation.

Abstraction of Patterns Learned – Labeling
In a command-driven system like Unix, a plan of using a
particular resource is identified by the presence of distin-
guished actions. For instance ‘lpr’ in a plan indicates that
the plan uses a printer. In many cases, the accuracy of pre-
dictions can be improved by inventing a more appropriate
set of features to describe the available data. For abstrac-
tion, distinguished actions in each plan of using a resource
are used as a fixed feature to determine a underlying state
(resources used) of each subsequence. Distinguished actions
used for each plan are: ‘lpr, prtex’ for “PrinterUse”
plan, ‘ftp, telnet, mail, ping, netscape,
gopher’ for “RouterUse” plan, and ‘uncompress,
cc, gcc, latex, tar, dvips’ for “MemoryUse”
plan. We define an event for each resource of interest. Sup-
pose a coherent partial sequence which is extracted from an
observation sequence in a training phase is ‘latex-compress-
prtex-ftp’. Since prtex is present, this sequence is an ele-
ment of event E1, the set of “PrinterUse” plans. Since ftp
is present, it is an element of event E2, the “RouterUse”
plans. Since latex is present, it is an element of event
E3, the “MemoryUse” plans. Therefore, the state of this se-
quence is viewed to be the set of events, that it is in fE1, E2,
E3g of using multiple resources and the sequence is repre-
sented as a state of S123 in this case. This definition of state
has the useful feature that each element of the sample space
is in exactly one state, so the states are disjoint. The event
probabilities relate to the state probabilities in the obvious
way: the probability of an event is the sum of the probabili-
ties of the states that include that event. The parameters gen-
erated from these events are inputs to the prediction system
of each HMM. This work puts an emphasis on producing
better parameters for the HMMs, namely, initial state dis-
tribution, state transition probability and output probability.
Unlike problems such as patterns or voice recognition which
use a general HMM to deal with uncertainty stochastically
or mathematically, our prediction problem uses a special-

ized HMM to represent what we learn as predictive patterns
and to facilitate the prediction computation of a sequence
of actions. Therefore, the input parameters for our HMM
are produced (rather than guessed) through data analysis by
dealing with the uncertainty of filtering and extracting rele-
vant information only.

Consider our domain of porbability theory as related to
coherent partial sequences of actions namely, pattern-of-
actions identification. We are interested in estimating the
probability of each coherent partial sequence being in each
resource plan (an event) as observing part of that sequence.
Let the current observation of a sequence of actions in a test
phase be (a) in Figure 1. For example, the likelihood of us-
ing a resource ‘Printer’ Lprinter given a sequence w=
fcd-ls-latexg observed at time tc, can be computed.

Lprinter = P (`PrinterUse0jw) = P (`PrinterUse0jcd-ls-latex)

=
X

i=1;12;13;123

P (Si&cd-ls-latex)=P (cd-ls-latex)

Using the definition of conditional probability and Bayes
rule, we compute the likelihood of the coherent partial se-
quence to be an exact pattern or a part of a pattern of using
each resource which is learned from previous observations.
That is, the problem of interest here is calculating the prob-
abilities of using the various resources given a subsequence
of commands w. In other words, the probability of any state
containing the appropriate event given the subsequence, that
is,

P (Ej jw) = �i:Ej2Si
P (Sijw) for resource j (1)

and the probability of each state P (Sijw) is

P (Sijw) = P (Si&w)=P (w) = P (Si) � P (wjSi)=P (w)(2)

In order to make such a prediction, the appropriate model
needs to be built: that is, we need to be able to estimate the
above probabilities for any state and subsequence.

Representations of Models
We consider two possible models given these states: one
where the set of observation symbols are all possible coher-
ent sequences, and another where the observation symbols
correspond to individual commands.

The first approach, which we term the ideal model, is to
have all possible coherent sequences as observation symbols
and a state for each combination of resources as in (a) of
Figure 2. The size of the set � of observation symbols for
each state in the model is then equal to the possible num-
ber of coherent sequences, bounded roughly by the number
of possible actions raised to the size of an observation se-
quence. Each state of a combination of multiple resources
can be represented as a subset of the m resources. In prac-
tice, the probability may be nonzero for a fairly small subset
of �, but that may still be prohibitively large. This means
that is may be quite unrealistic to try to obtain reliable prob-
ability values from real observations.

As an alternative (termed the simplified model), we’ve
looked at using a single command as an observation sym-
bol as in (b) of Figure 2, that is, a sequence through the
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Figure 2: Possible Markov Models

states involves going from SI to some state Si, emitting the
first command, going from Si to Si, emitting the second
command, and so forth, until the sequence is finished. In
this model, the size of observation symbol set � is kept to
the number of possible Unix commands, and so the prob-
lem of obtaining (and storing) probabilities for observation
symbols is mitigated, and traversing one step at a time cor-
responds directly with the incremental predictions.

Once we have the model and an observation w, we can
calculate the probability of a state using equation (2). To do
so, we need to calculate P (Si); P (wjSi), and P (w) from
our model. It should be noted that in the ideal model,
ai;i = 0 for all states i, so all traversals are two transi-
tions and one emission; the partial sequences that we ob-
serve, however, may be prefixes of the observation symbols.
For both models, P (Si) = �i. P (w) is simply the sum
over all states of P (Si) � P (wjSi). P (wjSi), however, is
calculated differently for the different models. For the ideal
model, P (wjSi) is the sum of the probabilities of all strings
of which w is a prefix, that is,

P (wjSi) =
X

v:w is a prefix of v

bi(v):

For the simplified model, P (wjSi) is the product of proba-
bilities of emitting the first symbol, going to the same state,
emitting the second symbol, and so forth to the length of w.
For simplicity, define �i = ai;i (since the rest of the ai;j’s
are zero). Let w = C1C2:::Cn. Then

P (wjSi) = bi(C1)�ibi(C2)�i � � � bi(Cn)

= �n�1

i
�j=1;nbi(Cj)

For example, The likelihood of using a resource
‘Printer’ given a sequence w= fcd-ls-latexg, can
be computed by applying the obtained numbers from both
models in the equation for LPrinter .

LprinterI
=
X

i=1;12;13;123

�ibi(cd-ls-latex)=P (cd-ls-latex)

LprinterS
=
X

i=1;12;13;123

�iP (cd-ls-latexjSi)=P (cd-ls-latex)

The values of � (and � for the simplified model) are good
indicators of general user behavior. High probabilities of �i

denote high use of the resources corresponding to the states
and �i = 0 implies no use of the particular resource corre-
sponding to the state. � (simplified model) indicates the ten-
dency of a user’s toward long or short plans: if the �i = 0
and �i <> 0, then the plans corresponding to state i are
always a single action; larger � values correspond to a ten-
dency toward longer plans.

Experimental Results
Data collection for training models is done from four dif-
ferent users and the number of actions in each reference file
varies with various periods of data collection ranging from
527 to 1,978 actions. The difficulty of obtaining subjects for
experimentation needs to be stated. It might result from ei-
ther gathering both commands and Unix system responses,
which might expose private information or taking a willing-
ness to install our script on their machines to collect the data.
The volunteered subjects are all graduate students at two dif-
ferent universities.

The prediction of a user using particular resources can be
made in two levels of information. One is classifying the
type of a user in resource use and the other is predicting
the user’s future behavior to predict near–term demands on
the resources. The prediction of upcoming resource uses
is made with a current partial observation by answering the
question of likelihood of resource usages, that is, computing
the conditional probability of each resource use, given an
action or a sequence of actions observed currently through
the models. Once the parameters of the prediction system
are obtained from the training models, the information for a
class of a user, which explains how likely the user uses par-
ticular resources, can be extracted from the proportions of
the user using resources. In this paper, we present only pre-
diction accuracies of our approach and a statistical approach.
The predictions of resource use given the observation of par-
tial sequence PS are made at a certain time. The prediction
accuracy is tested in different ratio of training data sets, that
is, 60 to 40 and 90 to 10. Prediction hit ratio is measured
by looking ahead of predicted results of testing data only
knowing what likelihood of resource use has to be predicted
but not knowing accurate predictions on the resources. We
measured not only prediction accuracies over total number
of predictions and but also prediction accuracies of resource
uses only. For predicting patterns, simplified models outper-
form ideal models in all users and all of the 90% training
models perform better than all of the 60% training models
in our models.

We also examined a pure statistical approach such as n–
grams [6], which has been used in general as a method for
prediction problem with same data. Although the prediction
problem looked at in each approach is different, that is, the
pure statistical approach as in the work [2] is to predict only
the next immediate action, while our problem is to predict



resource use in the upcoming next actions, we investigate
the pure statistical approach and compare results to have a
base line for measuring the predictability of our approach.

Statistical approaches tested for the evaluation purpose
are first order (bigram) and second order (trigram) Markov
chains. Except User 1, the 90% training model predicts
better than the 60% training model. The reason for User 1
could be a different/peculiar set of behaviors at a particular
period of the 10% test set.

It is assumed to be known that having more information
means better than having less information. Since trigram
models have more information of one more previous ac-
tion than bigram models have as history data, so it is ex-
pected that trigram models would outperform bigram mod-
els. However, bigram models outperform trigram models in
predicting the next behavior. A major problem with the as-
sumption is that of sparse data. Observing new trigrams in
current observations which were never observed in the train-
ing models. Also,taking the characteristics of Unix domain
where both non-strict temporal orderings of actions and ex-
traneous actions are common, the reason why bigram mod-
els outperform trigram models can be explained. User 3
has high prediction accuracy in statistical models since the
behavior observed is simple and many repetitive actions in a
short pattern like (from mail). The results from both the
statistical approach and our approach are based on the same
real data gathered from same users. The overall results show
that the predictions from our approach of learning patterns
using correlations have higher accuracies than pure statisti-
cal models and it is particularly distinguished in predicting
resource usages.

Discussion
This work is directly related to the automated induction of
user models, focusing on developing an adaptive interface
and learning agent for managing resources by predicting
users’ tendency of using the resources. This work aims to
construct the regularities (patterns) of user behaviors, in-
cluding user preferences, into a probabilistic model based
on observations of real data. The probabilistic model is used
to predict a likelihood of resource use through the plan struc-
ture.

The prediction is based on not only just one previous com-
mand but also a sequence of commands including relational
information. It is a different approach from the ones us-
ing sequential information only, in that it brings the issues
of interleaved actions and relevant actions in characterizing
cognitive views of user behaviors. As the parameters in a
HMM are emphasized for the validation of the model, the
right analysis of data in the first place is very important to
get reliable predictions. The expectation of this work is that
if looking at the correlations among actions helps to convey
possible contextual information into the data analysis. Us-
ing local contextual information has been explored based on
the supportive work in machine learning area [7], [8] and
[9]. Although the numbers of prediction accuracy in our
approach look promising comparing to the ones in other ap-
proaches, whether the quality of data: fitness for use is ac-
tually improved is to be examined. The work in [3] tried to

match the current pattern against abstracted command lines
using a parser instead of actual commands and achieved de-
graded performance. Our reasoning to their result is that un-
like our approach, where contextual information is used tem-
porarily (or locally) to learn patterns of sequences of com-
mands in a generalized sense, abstraction in their work is
done to arguments of commands and by including them into
patterns, they actually specify the patterns to be matched.

Iterative update and improvement of model parameters
need to be done to maximize the probability of the observa-
tion sequence given in the model as more observations are
made.
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