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Abstract

A key research focus for conversational case-based
reasoning (CCBR) is incremental query elaboration, which
is the process of maximizing the extraction of relevant
problem state information throughout the querying process.
Several companies and researchers have addressed this
problem (e.g., by dynamically applying domain-specific
plans (Carrick et al., 1999)). Recently, Gupta (2001)
demonstrated how CCBR can be significantly enhanced
through the judicious use of (1) taxonomies to represent
domain information and (2) a control algorithm for focusing
case retrieval. However, in that original conception, the
individual taxonomies were isolated from each other, and
from other information sources that could support query
elaboration. This prevents information from being
propagated to these taxonomies, and could inflate the length
of the user’s problem-solving session. In this paper, we
outline and exemplify a causal query elaboration method for
inter-taxonomy communication and highlight its potential
benefits, which include shorter (and potentially more
accurate) conversations, support for causal inferencing, and
more concise case representations.

Introduction

Conversational case-based reasoning (CCBR) (Aha et al.,
2001) is a case-based reasoning (CBR) (Aamodt & Plaza,
1994) methodology that supports incremental query
refinement. It has been primarily deployed for use in help-
desk (Acorn & Walden, 1992), troubleshooting (Gupta,
1998), and electronic commerce (Shimazu, 2001)
applications, although it has also been suggested for use in
a variety of planning tasks (Abi-Zeid et al., 1999; Mufnoz-
Avila et al., 1999). CCBR defines a mixed-initiative
process in which a user incrementally specifies their query
by providing text annotations, answering prompted
questions, or via other modalities (Shimazu ef al.,1994;
Goker et al., 1998).

A key concern for CCBR is in minimizing the cognitive
effort required by the user to retrieve cases of their interest
(Shimazu, 2001). In addition to developing models that
anticipate user needs (Goker & Thompson, 2000),
cognitive load could potentially be reduced by developing
general-purpose inferencing methods to reduce the amount
of information that the user must provide (e.g., number of
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answered questions) prior to satisfactory case retrieval
(Aha et al., 1998). With this goal in mind, Gupta (2001)
introduced a Taxonomic CCBR approach that re-structures
cases into a set of taxonomies, one per factor, that, by
adapting to the user’s level of abstraction, can more
quickly focus case retrieval.

In our initial experiments, we have found efficiency
gains in using Taxonomic CCBR. However, we also
recognized that further advantages could be obtained by
focusing the query elaboration effort on this taxonomic
framework. In particular, causal inferencing procedures
could be employed that relate and propagate information
among these taxonomies, and from outside information
sources to these taxonomies. The potential benefits
include shorter conversations, increased exploitation of
domain-specific information, and more concise case
representations.

This short paper summarizes our approach for extending
the Taxonomic CCBR framework to support causal query
elaboration. We briefly review CCBR and Taxonomic
CCBR prior to introducing the proposed causal inferencing
approach, and then summarize future work.

Conversational Case-Based Reasoning

Case-based reasoning (Aamodt & Plaza, 1994) is a general
problem-solving methodology that involves maintaining a
case library, where each case is a <problem, solution,
outcome> triplet, and using it to solve new problems (i.e.,
queries) through processes involving case retrieval, reuse,
and revision. This can lead to the generation of new cases,
which can be incorporated through a retention process.
Conversational CBR (Aha et al., 2001) is a mixed-
initiative variant of CBR in which a query is incrementally
acquired from a user. During this conversation, the CCBR
system continually updates ranked displays for both the
most similar cases and their unanswered questions. Case
similarity is determined by matching the query with the
cases’ problems, while questions can be ranked according
to frequency within the top-ranked cases (Ahaet al., 2001),
by an information gain metric (Yang & Wu, 2001), or by
more informed metrics (e.g., McSherry, 2001a).
(McSherry (2001b) describes an evaluation of alternative
methods for ranking questions.) Typically, users initialize
a query at the start of a conversation by providing a textual
description of their problem, although alternative
modalities can be used (Shimazu et al., 1994; Goker et al.,
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1998). At any point during the conversation, the user can
select and answer a displayed question, or select and
examine a solution for a displayed case. Inference
Corporation pioneered this technology for the help desk
market niche, and several researchers and companies (e.g.,
CaseBank Technologies) have since explored its variants.
Figure 1 displays a CCBR case obtained from a dataset
concerning TV troubleshooting. In this paper, we ignore
the outcome component, assuming it here to be positive,
and represent problems with a text component (i.e., a
description) and a set of <question, answer> pairs (i.e., a
set of conditions).

Typical CCBR Case Representation
Title: Wall-outlet Power Source Faulty
Description: Video TV power problem

‘ Define TV Power Problem
Conditions:
. The problem = Video l

. Video Problem = TV . ‘

. TV Problem = No Power /

. TV Power Indicator light =Off
. TV Plugged in Power Source= Yes|
| | ConfirmHypothesis “Power
Source Faulty”

Sequential Appliance Diagnosis

Reject Hypothesis “TV
Unplugged”

. TV Plugged in Wall Outlet = Yes |
. Nothing Works with the Source = Yes™ |
. TV Works with a Working Source= Yes

Solution: Use the working power outlet \

and get the Faulty one fixed. Confirm Hypothesis “TV OK” ‘

—— =
N R WN

Figure 1: An example CCBR case and its interpretation for

Like most published work to date on CCBR, this paper
focuses almost exclusively on case retrieval among the
four processes mentioned above. We argue that query
elaboration is a key component of the case retrieval
process. A simplification of the typical CCBR processing
loop for case retrieval is shown in Figure 2, which
highlights a query elaboration step that is executed each
time the query is updated (i.e., either after query
initialization or after the user answers a displayed
question). This step can involve any process for query
updating. For example, Inference Corporation’s products
provided a means for users to incorporate query-
elaboration rules in their applications that would fire during
this step.

CCBR(L) =
Query := initialize_query();
Repeat
Query :=
query_elaboration(Query);
D := update_displays(Query,L);
Question :=
user_select_displayed_question(D);
A = prompt_for_answer(Question);

At least three research groups have explored alternative
approaches for exploiting domain-specific information
during query elaboration, which we refer to as causal query

96 FLAIRS 2002

elaboration. First, Montazemi and Gupta (1996) clarified
the importance of query elaboration during sequential
diagnosis processes, and demonstrated how belief networks
could be used to support this process so that CCBR could
be adaptive to user needs. Second, Aha et al. (1998)
argued that query elaboration rules could be more easily
maintained if organized into a model, and provided
evidence of this approach’s utility. Third, Carrick et al.
(1999) used pre-stored plans rather than more simplistic
rules for query elaboration.

Taxonomic CCBR

Although these three forms of causal query elaboration can
assist by automating information gathering activities
(through distinct inferencing approaches), they only
partially address the goal of minimizing cognitive load and
dialog length during conversational case retrieval. In
particular, they do not focus on minimizing case
representation. In addition, they are not adaptive to the
user’s level of expertise, which would require displaying
only those questions that are appropriate to a user’s
demonstrated level of understanding.

Gupta (2001) introduced the Taxonomic CCBR
approach to address these two problems. In particular, he
noted the following issues arising from ignoring
abstraction relations between features (i.e., <question,
answer> pairs):

e Correlation among features (at different levels of
abstraction) could lead to similarity assessment errors,

e similarity cannot be assessed among features that are
related by abstraction,

¢ redundant questions cannot be generated during query
(i.e., problem description) elaboration, and

e decisional information during case representation can
be lost, and representational inconsistencies could
accrue during case base maintenance.

The Taxonomic CCBR methodology reduces the impact
of these problems by explicitly representing abstraction
relations in <question, answer> pair taxonomies. Its key
observation is that, typically, CCBR cases are structured
from most general to most specific <question, answer>
pairs (e.g., see Figure 1), and that the more general among
these are often shared with other cases. However, more
than one factor might exist in a single case, where each
factor focuses on a separate dimension of the problem
domain. Thus, Taxonomic CCBR represents each distinct
factor in the problem domain as a subsumption taxonomy
of <question, answer> pairs, and cases are represented as a
set of (incoming) pointers, where each points from a leaf in
a distinct feature taxonomy. This distributed case
representation, which is more structured than some other
approaches (e.g., case retrieval nets (Lenz & Burkhard,
1996)), trades off representational flexibility so that it can
more easily support query elaboration and abstraction
adaptation.
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A

TV indicator lights= off ]

Title: Wall-outlet Power Source Faulty

Conditions: ¢

1. TV Indicator lights = off

2. TV plugged in= Wall outlet

3. Nothing works with the source=Yes4
4. TV works with Working Source=Ye

Solution: Use the working power
outlet and get the Faulty one fixed.

@ Power Source Connection
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N

Figure 3: The example case, and its related four taxonomies, represented using a Taxonomic CCBR approach.

Gupta (2001) argued that these taxonomies could
facilitate retrieval by focusing attention; if the query
identifies a node (i.e., <question, answer> pair) in a
taxonomy, then we can deduce that all parent nodes in that
hierarchy have implicitly been answered.  This can
decrease the number of questions that the user needs to
answer prior to case (i.e., solution) retrieval. For example,
Figure 3 displays a Taxonomic CCBR representation for
the case shown in Figure 1. It highlights the elimination of
CCBR’s description component (because text matching
during initialize_query() attempts to match the user’s text
directly with taxonomy nodes), a reduction in the case’s
number of <question, answer> pairs (from 8 to 4, one per
sequential diagnosis phase), and its pointers from the
taxonomy’s leaves. Contrasted with traditional
conversational case retrieval (Figure 2), Taxonomic CCBR
introduces a pre-processing step to create the taxonomies
and distributed case representations. It also uses a more
ambitious query_elaboration() step that locates the nodes
in the available taxonomies that are implied by the query,
and then constrains the set of displayed questions (in
update_displays()) to those that permit downward
taxonomic traversal from these nodes.

Causal Inferencing Opportunities

While the Taxonomic CCBR approach, as originally
conceived, captures subsumption (i.e., abstraction)
relations among features, these are not the only type of
inter-feature relations that should be exploited. In
particular, exploiting causal (e.g., event A is caused by B)

and implication relations (i.e., conclusion A implies
conclusion B) can also contribute towards query
elaboration.

Existing CCBR approaches, including taxonomic CCBR,
often use cases to represent decision-making or problem
solving activity that may include a sequence of decision
making/problem solving steps. For example, a
troubleshooting case in a TV troubleshooting help-desk
application includes a sequence of steps for confirming or
eliminating intermediate hypotheses to identify the final
root cause (see Figure 1). Similarly, a case for a product
configuration application could include a sequence of
configuration decisions, each step dependent on the
previous one.

These types of (common) CCBR applications include
feature dependencies. However, like abstraction, these
inter-feature dependencies cannot be accommodated using
a standard CCBR representation. Thus, some of the same
problems occur as those arising from abstraction: the
dependencies yield feature correlations, cause redundant
questions to be displayed during query acquisition, and
accrue representational inconsistencies during case library
maintenance.

We propose and sketch an approach for propagating
causal inferences during query elaboration. In particular,
we augment the Taxonomic CCBR methodology by
incorporating dependency relations among features (e.g.,
causal, implied, sequential) to improve both
representational and query elaboration efficiency. We use
two rules to guide this process:
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TV Power Indicator= off Legend

Feature

Appliance Problem
Taxonomy

© Implicit Root Cause Hypothesis
—> /= Confirmatory/Disconfirmatory

) Feature Dependency Relation

evidence relation

TV
Unplugged

TV Plugged into Power
Source =Yes

Nothing Works on the
Power Source=Yes

TV Works with a known
Working Power Source=Yes

Power source
connection Taxonomy

Taxonomy

Power Source Problem

Appliance Works with
Good Power Taxonomy

Figure 4: Dependencies among the features of the example case.

1. Relation Insertion Rule _: Causal relations are inserted
only among (two) leaf nodes in distinct taxonomies.
2. Feature Inclusion Rule _: In causal relations, only the
dependent features are included in the case.
The first rule prevents the inclusion of causal relations that
involve interior nodes, or that relate nodes within a single
taxonomy. Although we may later explore relaxations of
this rule, it suffices to focus causal reasoning between
nodes that represent the most specific features of a case,
and it simplifies our example. The second rule, which can
reduce the number of conditions associated with a case,
deletes features from a case that, if true, imply other
features in the case. These can be safely deleted because
their dependency relation is captured by this augmentation
of Taxonomic CCBR, and they are otherwise redundant.

We applied these rules to the example case in Figure 3.
Figure 4 explicates the dependencies among the features of
this case, showing how the three competing hypotheses
(i.e., TV unplugged, Power Source Faulty, and TV Faulty)
are rejected, confirmed, and rejected respectively. There is
also a logical dependency between the feature TV plugged
into power source=Yes and Nothing works on the power
source=Yes. By incorporating inter-feature dependency
relations using the Relation Insertion Rule, the example in
Figure 3 can be represented as shown in Figure 5. This
figure includes a dependency relation from the feature 7V
plugged into power source=Yes to Nothing works on the
power source=Yes, resulting in the elimination of the
former <question, answer> pair from this case due to the
Feature Inclusion Rule.

This illustrates how representational gains can be
realized when dependencies between features from
different taxonomies are recognized and represented. This
can simplify case maintenance by abstracting inter-feature
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dependencies, which no longer require to be repeated in
multiple cases (a potential source of representational
inconsistency).

To incorporate these rules, the Taxonomic CCBR
approach must be modified as follows:

Search, match, and retrieval: In addition to supporting
taxonomy traversal from a starting node that was
identified from a user’s textual description, our method
for processing dependency relations will also support
inter-taxonomy traversal.

Query elaboration: Our method will augment the
conversation generation algorithm to accommodate the
dependency relations by ordering questions within a
case. Specifically, none of the dependent questions will
be asked before the user answers their corresponding
“dependee” questions. For example, the question “Does
anything work with the power source?” cannot be asked
until the user has answered the question “Is the TV
plugged into the power source?” This imposes a valid
ordering on questions during the conversation. Further, it
suppresses questions that may not relevant to a particular
stage of the information gathering process.

Summary and Future Work

We described an augmentation of the Taxonomic
Conversational Case-Based Reasoning (CCBR) approach
that, in addition to exploiting taxonomic relations among
features in a case base, exploits other types of (causal)
relations. We also described an example in which our
approach would increase representational efficiency and
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Title: Wall-outlet Power Source Faulty

Conditions:
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Solution: Use the working power
outlet and get the Faulty one fixed.
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Good Power Taxonomy

AW

3 TV Works on a known
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Figure 5: The example case, re-represented after accounting for inter-

improve query elaboration by exploiting feature
dependency relations.

In our future work, we will formalize this augmented
approach, and evaluate whether its effects (e.g., potential
reductions in feature correlation and representational
inconsistency) will yield significant improvements in
CCBR performance (e.g., conversational efficiency).
These results will be contrasted with those from using
standard CCBR and Taxonomic CCBR approaches. It is
possible that our proposed approach could also assist with
the application of CCBR to task decomposition tasks in the
context of plan authoring (Mufnoz-Avila et al., 1999). More
generally, we intend to explore issues concerning
information propagation in the context of query elaboration
agents.
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