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Abstract

This paper describes our experience with few models
for recovering the grammatical relations in isolated En-
glish sentences. Our method starts with a set of lin-
guistically motivated features and then uses machine
learning methods to induce a classifier able to identify
relations such as logical subject, direct object, etc. Our
experiments show that our set of features is powerful
and can deliver promising results.

Introduction

Grammatical relations are vital for advanced text un-
derstanding technologies such as information extrac-
tion, machine translation, question answering and oth-
ers. Despite that Treebank II (Marcus, Santorini, &
Marcinkiewicz 1993), a collection of text - corpus - man-
ually annotated with syntactic information by experts,
includes functional tags, which mark grammatical rela-
tions, in its annotation tags, modern automated parsing
technologies generated from it only offer surface syntac-
tic information in the form of a bracketed representa-
tion in which main constituents and major structural
phrases in a sentence are identified, ignoring the func-
tional tags.

To overcome the drawback of modern parsing tech-
nology to identify the underlying grammatical relations
of English sentences, novel methods are necessary that
offer accurate, robust and scalable solutions to the prob-
lem of finding syntactic functional information.

In this work a set of features is introduced which
is then used to induce automated tools able to detect
functional information in English sentences. The tools
are obtained using the C4.5 (Quinlan 1996) package for
decision tree induction.

Related Work

When syntactic information is needed to study a cer-
tain linguistic problem, people either use the bracketed
form generated by state of the art parser and are happy
with its surface level syntactic information or have their
own pattern-based methods which lack generality and
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scalability (Stetina, Kurohashi, & Nagao 1998), (Lap-
ata 1999), (Stevenson & Merlo 1999).

The Features

Our approach is to address the grammatical relations
recovery task as a classification problem: given a verb
in a sentence and a candidate phrasal head find the
most appropriate grammatical relations (roles) the head
plays for a verb. The set of possible roles contains: sub-
ject, direct object, indirect object, prepositional object
or norole (a value which indicates that the candidate
head does not play any role for the given verb). To
preview our results, we demonstrate that combining a
set of indicators automatically extracted from large text
corpora provide good performance.

The key to any automatic classification task is to de-
termine a set of useful features for discriminating the
items to be classified. Observing the patterns of logic
syntactic roles for verbs we derived the following fea-
tures for our classification task: Head, Lexical Cat-
egory of Head, Voice, Type of Clause, Position
of Head, Head-Verb Dependency. Those features
could be automatically extracted from a large corpus,
either manually annotated or automatically generated.

Experimental Setup

There are three major issues that we need to address
before performing any experiments: what verbs to focus
on, where should we gather training data from and what
machine learning algorithm(s) to use. In the next few
paragraphs we provide answers for each of those issues.

Previous work on verb meaning research, such as (Ko-
rhonen, Gorrell, & McCarthy 2000) and (Ted & Carroll
1997), reported experiments on a set of 14 target verbs
that exhibit multiple argument patterns: ask, begin, be-
lieve cause, expect, find, give, help, like, move, produce,
provide, seem, swing. We adopted those 14 verbs since
we believed it would be a good starting point to have a
small set, on one hand, with many argument ambigui-
ties, on the other hand, thus balancing challenges with
manageability of the experiments.

Next, we looked for a corpus. Treebank (Mar-
cus, Santorini, & Marcinkiewicz 1993) is a good can-
didate because it contains role annotations. We



Verb Training Size | Errors(%) | Estimate Errors(%) | Errors

before Pruning
all 14586 1.5 1.7 1.7
all4+no-head | 14586 1.6 1.7 1.7
all 14586 7.6 8.2 8.2
all4+no-head | 14586 7.1 7.7 7.7

Table 1: Errors when traces are solved and the dependency feature is added to the feature set.

started by developing patterns for tgrep, a tree
retrieval pattern-based tool, to identify sentences
containing target verbs from Wall Street Journal
(WSJ) corpus (the version with part-of-speech tags)
and used the online form to retrieve the data
(http://www.ldc.upenn.edu/ldc/online/treebank/).
The training set is further processed: a stemmer is ap-
plied to obtain the stem of individual words and then
the target verb is identified and the features extracted.
One or more training examples (positive and negative)
are generated from a sentence.

As learning paradigm we chose for decision trees.
Here, we predict the accuracy of our induced classifiers
using 10-fold cross validation.

We present results for two major experiments: (1)
using our set of features as a standard model and (2)
use the dependency feature as a filter instead of being
part of the model. They focus only on logical subjects,
thus the task is to determine whether or not a given
word is a logica subject or not.

We present results for two major experiments: (1)
using our set of features as a standard model and (2)
use the dependency feature as a filter instead of being
part of the model. They focus only on logical subjects,
thus the task is to determine whether or not a given
word is a logica subject or not.

Table 1 presents a summary of the results. The upper
half is about Experiment 1 and the lower about Exper-
iment 2. The line having all in the verb column reports
results when training examples of all target verbs were
considered together in a single experiment, say all-verbd.
The last line in the table shows results when the head
feature is ignored. There is a small increase in the error
rate (from 1.6% to 1.7%) but a simpler, less-lexicalized
model is obtained.

The last line in the table shows results when the lex-
ical information about the word that plays the role is
ignored. There is only a marginal increase in the error
rate and it seems that in the absence of deeper seman-
tic information about the word itself (for example the
semantic class used to specify selectional restrictions)
there is not much impact on the basic model by the lex-
ical head feature although its value of being the head
of a phrase is extremely important.

An alternative way to use the head-verb dependency
feature is as a filter. In Experiment 2 we keep our base
model (similar to the one in Experiment 1) but gener-

ate a smaller training set by filtering out training ex-
amples for words that are not directly related to the
verb. Bottom half of Table 1 illustrates the new train-
ing set sizes and errors for the target verbs. We notice
that the training sets are significantly smaller and that
the errors range from 18.7% to 6.0%. A smaller train-
ing set leads to smaller decision trees which may be an
advantage.

Conclusions

The results reported in this work form an upper bound
of the performance of our model since the tagging and
parsing are accurate (tag or parse errors are present,
though at a very low rate, in Treebank).

The models presented yield high performance and
they can form reliable components in larger text un-
derstanding systems such as logic form idenfication, au-
tomated textual inference engines, intelligent tutoring
and others.
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