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Abstract

We present a description of two small audio/visual im-
mersive installations. The main framework is an in-
teractive structure that enables multiple participants to
generate jazz improvisations, loosely speaking. The
first uses a Bayesian Network to respond to sung or
played pitches with machine pitches, in a kind of con-
strained harmonic way. The second uses Bayesian Net-
works and Hidden Markov Models to track human mo-
tion, play reactive chords, and to respond to pitches both
aurally and visually.

Introduction

Multi-sensor audio/visual interactive installations are being
developed by artists and computer scientists, together or
independently. Human participants become art-makers by
physically interacting with sensors and machines in a ded-
icated space. Dannenberg and Bernstein (Dannenberg &
Bernstein 2006) designed and hosted an installation in which
four microphones recorded human-generated sound as well
as speaker feedback. Computers filtered the sound in various
ways before sending it to speakers, then used the sound to
filter projected photographs of art work and scenes. Mitchell
and Lillios (Mitchell & Lillios 2006) built an installation that
used many sensors to change images projected onto translu-
cent fabric hanging in a space through which humans could
move. The purpose was to create an environment that evokes
emotional and psychological responses. Palmer (Palmer
2006) reports on an installation between two buildings on
a street, at night, in which human motion is detected and
sound and images are projected into the space and onto the
concrete “floor.”

The complex nature of the aesthetics as well as the fu-
sion of different sensor streams, and the interaction with one
or more humans, make these installations excellent testbeds
for machine learning and artificial intelligence algorithms.
An installation with many sensors and one or several par-
ticipants experiencing it provides a challenge for design and
coordination of such algorithms.

Our eventual goal is to devise and build interactive instal-
lations that enable public artistic explorations that change
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over time through experience. Currently we are in labora-
tory mode, exploring possibilities. We wanted to include
uncertainty in the responses of the installation as a way to
vary the machines responses. We are interested in having
the installation react to human motion and sound patterns.
In this pursuit, we investigated the use of Bayesian networks
and Hidden Markov Models for these purposes.

Probabilistic graphical models such as these are used
in related work in both machine vision of human mo-
tion tracking (Ramanan, Forsyth, & Zisserman June 2005;
Wren et al. 1997) and in analysis of gestures and sound
and relationships between them (Jensenius, Godgy, & Wan-
derly 2005), such as piano playing gestures. Kolesnik and
Wanderley (Kolesnik & Wanderley 2005) trained HMMs to
recognize beat-patterns obtained by recording a conductor’s
motion. They used the trained HMMs to enable a conductor
to conduct music generated by computer. The job of these
HMMs was to precisely identify the patterns for beat indica-
tion. De Poli et al. (DePoli et al. 2005) have developed hier-
archical multimodal interactive architectures where Hidden
Markov Models and Bayesian networks at the mid-level rec-
ognize and classify gestures and their expressive intention.
Their focus has been mainly analyzing musical gestures and
providing an interactive space for a solo dance performance.

Our interest is in a kind of art-making space that is avail-
able for participants who are not necessarily arts special-
ists. Participants might sing a little, move through the space,
wave their arms or hands, etc. and will interact with each
other.

Our previous work explored the use of recurrent neural
networks for interactive jazz playing and generating new
jazz “compositions” or solos (Franklin 2004; 2006). A com-
mon theme in this work is to use domain knowledge in some
way, and to derive pitch and duration representations that
foster recurrent network learning 1) of existing melodies,
2) to generate new melodies, and 3) to use human-played
improvisations to generate interactive responses. These sys-
tems were quite general in that any pitch could be played.
This is a double-edged sword in that the systems could easily
play many wrong notes. Jazz embraces the playing of many
notes in interesting places, but a jazz player must know how
to resolve them. In summary, we were researching systems
that can produce complex solo improvisations in the jazz id-
iom over many possible harmonic chord progressions.



We thought it would be interesting to change our focus
from this kind of system to installations that produce im-
mersive improvisation using a few chords and a fixed set of
pitches that work harmonically over those chords. To this
end, we added a pair of interactive sound and graphics in-
stallations to a small sound and music laboratory. We based
the initial work on interactive sound installations on a loose
concept of jazz improvisation.

The first installation started with the notion that a partic-
ipant would interact with it and generate melodies based on
a two-step time history. In the interest of trying a differ-
ent approach, and backtracking a little in complexity, we
decided to use a simple Bayesian network that could pro-
duce outputs in a particular scale, rather than any of the 12
chromatic pitches. The Bayesian network takes two input
pitches, the current pitch and the previous pitch as evidence.
The Bayesian network generates a discrete probability dis-
tribution representing the conditional probabilities of each of
a predefined set of pitches, given the evidence. This distri-
bution is then used to produce a pitch and is heard as a kind
of harmony. The interaction patterns between the participant
and the installation are probabilistic in this way. The human
participant can make any kind of pitch-like sound and the
machine will interpret it as a pitch, and respond with a note
of its own from the scale it is constrained to use. Sounds that
are not pitch-like, such as scraping, clapping, and banging,
are ignored.

The second installation is more complex than the laptop
project, involving both sound and graphics, and filling to one
extent or another most of the room inside the lab. The frame-
work of the installation is the loose interactive jazz chord
progressions and improvisations that are caused by partic-
ipants’ motion through the room, participants’ singing or
creating pitches, and by physical interactions with two de-
vices: a keyboard, and foot pressure sensors. The second in-
stallation incorporates both Bayesian networks and HMMs.
We added projected graphics that are controlled through the
same graphical algorithms that produce the sound.

We describe the installations in more detail, starting with
the section Interactive Door Installation with a bit more
detail on the laptop-driven door-mounted audio installation.
A description of Bayesian networks follows in the Section
Bayesian Networks tailored for this application (this sec-
tion may be skipped). The next section is Immersive Lab-
oratory Installation and after that a section called Hidden
Markov Models gives algorithmic details (again, this sec-
tion may be skipped). We summarize with some of our ob-
servations and experiences.

Interactive Door Installation

The physical manifestation of the interactive Bayesian net-
work is a laptop that takes audio input from the microphone
on the door of the lab, determines the pitch of the sound,
and sends this data through the Bayesian network with the
previous recorded pitch. The program then chooses an out-
put pitch according to the resulting probability distribution.
Speakers in the hallway just outside the door amplify both
the computed harmony pitch and the observed pitch.
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Figure 1 shows the front-end of the Bayesian network-
driven audio installation. This is the door to the Computer
Science Sound and Music Laboratory. It is in the foyer of
one of the science buildings on campus. A microphone is
taped to the door. The two small speakers are sitting on top
of a glassed-in building directory mounted on the wall be-
side the door. The power and audio signal cables run under
the door to a 833Mhz powerbook G4, running OSX 10.4,
that is sitting on a shelf just inside the door. The laptop has
the music graphical programming environment called Pure
Data or just pd (Puckette & others 2006) continually pro-
cessing the microphone input and choosing the next note to
send to the speakers via the Bayesian network.

The conditional probabilities of the (machine) output
given the evidence, P(out|e), are computed, using the
Python programming language, available as an external to
pd. This combination allowed us to access the sound and
signal manipulation and graphics capabilities of pd and its
extensions and libraries, while still being able to implement
the algorithms and computations necessary to create and use
the Bayesian networks and HMMs in the more straightfor-
ward logic of a non-graphical language.

Figure 1: The door audio installation.

The human note is played back through a waveform oscil-
lator in pd along with the machine output. The effect sounds
like a harmonization using designated scale tones. Currently
the door installation uses notes from the C major scale. As
a reminder, the C major scale is C-D-E-F-G-A-B-C. People
have been seen or heard singing, whistling, talking, and jin-
gling keys in front of the microphone. The door’s “singing”
accompanies groups of students chatting as they move be-
tween classes as well as the custodian’s boombox during
foyer cleaning processes. This small installation has been
running continuously since June of 2006.

Bayesian Networks

The Bayesian network that generates the machine’s output
pitches is shown in Figure 2. We include a small amount of
theory here but refer the reader to tutorials by Charniak and
Storkey (Charniak 1991; Storkey 2006), and to the Jensen
text (Jensen 2001).

A Bayesian network is a graph with nodes influencing
each other in a probabilistic way. Theoretically we can rea-
son about the joint probability of all possible combinations



of events, where an event is one possible outcome for a node.
If a node represents an input pitch, an event may be e-flat.
One can imagine the space of all possible event combina-
tions becoming large in the number of nodes. In our case,
there are just a few nodes, and each node has twelve or fewer
event values. The nodes labelled machine output, machine
previous output, human input and previous human input all
have as events pitches from the same scale. For example,
if the possible pitches are from the C major scale, in one
octave, there are seven possible pitch events for each of the
four nodes just listed, and there are twelve possible inter-
vals. The interval between notes is constrained by the pos-
sible notes that can be played by the human. If the human
plays a note or sings a pitch that is not in the required scale,
the highest possible scale-pitch is assumed. Octaves are ig-
nored so if the human input is 2 octaves above the ¢ at MIDI
pitch 60 (middle c), pitch 60 is assumed.

machine
hachimas
mchac

haman
haehims
inhac

Figure 2: The Bayesian network that models human-
computer two-note interactive improvisation, with evidence
contraints s and p.

When the Bayesian network is set up, there are prior prob-
ability tables set up for all nodes. These values are obtained
in general from experts, or from counting the frequency of
the outcomes over a large set of experiments, or by other
means. All of the individual probabilities must be assigned
before any computation occurs. We call the set of prior prob-
abilities of the Machine Output P(Out). We set P(Out) to
have uniform probability across all possible notes (for ex-
ample the seven notes of the C-major pentatonic scale). We
improvised on our own instruments and obtained qualitative
directions of movement say to and from the tonic from other
scale tones in order to set the discrete set of prior probabili-
ties for the other nodes. The prior probabilities for the ma-
chine output nodes mimicked those set for the human nodes.
Once these probabilities are set, the Bayesian network is
ready to use the prior probabilities to generate conditional
probabilities, given evidence.

In generative mode, the network is given evidence, as
shown in Figure 2. The evidence is one pitch, h, for the
human input, and another, p, for the human previous input.
The network generates the probability of the (machine) out-
put given the evidence, P(Outle), and a machine pitch is
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obtained from that. The human pitch and the machine pitch
are sent in succession to the speakers.

To compute P(Outle) we used the chain rule for
Bayesian networks. That is, the joint probability for
the whole network is the product of the conditional
probabilities of nodes given their parents. Using U =
PrevOut, Out, Interval, HumInput, HumPrevInput,
we have

P(U)= P(Out)P(PrevOut|Out) P(Interval|Out)x*
P(HumlInput|Interval, PrevOut)x
P(HumPrevInput|Interval)
M
Our evidence e = {HumInput = h, HumPrevInput =
p} gives us

P(Ule) = P(Out)P(PrevOut|Out)P(Interval|Out)x*
P(h|Interval, PrevOut)P(p|Interval)

(@)

Once we have the fairly succinct expression for P(Ule),
the marginalization process is used to obtain the distribution
values (Jensen 2001).

Immersive Laboratory Installation

The immersive installation takes place in a small 20 feet by
8 feet lab When beginning this research we decided to make
the lab one immersive installation. There are three cam-
eras that track a human motion across the room and back
- about all that can be done by a human moving in such
a small space. Associated with each of three cameras are
three fully connected Hidden Markov Models (HMMs) that
have three states each. The three HMMs in a set are given
a sequence of nine observations that are retrieved from their
camera, using a modification of an example motion detec-
tion patch provided in pd. Each observation is the difference
between horizontal values of the center of the motion de-
tected by the camera. Observations are taken at half-second
intervals. Movement detected by the cameras is identified
by the HMM:s as being mostly right-oriented, left-oriented,
or stationary. This identification triggers the computer to
play either a I, IV, or V chord in C-major. Thus, as one
moves through the room, stands in the room, or moves back
through the room, one is surrounded by a chord progression.
Figure 3 shows the installation data flow diagram.

We note that we do not require and do not necessarily
want a precise motion identification in the installation. Sev-
eral participants’ motions in the room trigger the chords in
different, overlapping combinations. This became part of the
improvisation. A Mac G5 runs all HMM programs. A PC
uses the motion detection patch to obtain the differences in
horizontal motion from the two cameras attached to the PC.
These results are sent via the Open Sound Control (OSC)
protocol (OSC 2006) to the G5 for use by the HMMs. The
lab installation makes use of a C minor pentatonic Bayesian
network not only to harmonize with audio input but also to
control the colors of a rotating image that is projected onto a
lace screen in the corner. The C minor pentatonic is C-Eflat-
F-G-Bflat-C. Our interest in the minor pentatonic is that it
works well for improvising on chord progressions based on
minor chords. It can also be used over certain major chord
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Figure 3: The data flow and algorithms in the current large
installation. Gestures are sung or played pitches, motion
through the room or arm motions, and foot pressures.

progressions to achieve a “bluesy” sound (Lineberry & Keur
2001). A keyboard at this end of the room enables a hu-
man to improvise over the surrounding chords and/or to the
Bayesian network on the G5. Small stickers are placed on
the piano keys that correspond to C-minor pentatonic scale
tones, to enable everyone to improvise. We note that both
the C minor pentatonic scale and the C major scale work
well over the immersive I-IV-V chord progression. The cap-
italized Roman numerals refer to chords relative to the tonic
(I) which is C here. The IV and V are chords that start on
the C-scales’s fourth and fifth notes, (f and g). It also works
well over the V-IV-I-V (Lineberry & Keur 2001). The mo-
tion of more than one person in the room can trigger many
combinations of chord progressions and the C minor penta-
tonic sounds bluesy throughout this motion. Again, this is
a bit of loose jazz theory that inspires the choices of music
for the interaction. The G5 additionally controls the graph-
ics projected onto the translucent screen. The color of pro-
jected/animated objects is determined by the input and out-
put notes of the Bayesian network. The image background
is also influenced by these sounds, being textured by a GEM
(Graphics Environment for Multimedia) program that maps
signal streams to images. GEM is an extension library of
pure data (pd), the software used as the installation basis.

In a station of the installation near the door, there are two
floor sensors in the room that measure foot pressure. In re-
sponse to one sensor, one of 12 pitches of the C major scale
is emitted. In response to the second sensor, the audio emis-
sion is either a two-notes or three-note chord harmony, with
C as the tonic (i.e. variants of the I chord).. A human partic-
ipant may stand on the sensors and add to the surrounding
chord sound, or generate scale tones by shifting weight back
and forth over the sensors. The pressure values are also used
in combination to change the background color of screen-
based graphics objects. Since it is by the door, it also causes
the door installation to interact with it.
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Hidden-Markov Models

HMMs are probabilistic graphs that are often employed to
recognize sequences (Rabiner February 1989). The nodes
of the HMM correspond to states. Figure 4 shows a fully-
connected N-state HMM; a set of state-transition probabili-
ties a;; shapes the transitions of the model:

a;j = Pz = jlog—1 =14), 1<4,j <N

A A A /]

Figure 4: A fully connected HMM.

3

HMMs represent processes as a set of hidden states that
produce observable outputs. Knowledge of the state se-
quence of a process is determined through observation,
where b;(o;) is the probability that observation o, is “pro-
duced” by state 7. A process is represented by a sequence of
events or observations 01, 02, - - - 0.

A single HMM models a human motion in the lab. For
each HMM, let A represent: 1) its state transition probabili-
ties a;;; 2) its observation probabilities b;; and 3) the set of
initial state probabilities 7r;. The 7; govern how likely it is
that state ¢ is the first state in the state sequence.

Given an observation sequence O = 01,02, - - 0k, €ach
HMM can generate P(O|\), the probability of the observa-
tion sequence, given the values of the HMM’s A\. We choose
as the recognizer the HMM with the largest P(O|\).

The Baum-Welch iterative algorithm uses sets of example
observations to train an HMM in order to find feasible val-
ues for A (Jackson 2006). Training ensues by adjusting the
A values in order to maximize P(O|\) over all possible state
sequences. Say one HMM is designated to recognize motion
from one side of a room to another in one direction. Exam-
ples of sequences of observations from the cameras that fit
this behavior are provided to the Baum-Welch algorithm.

A general HMM class was implemented in python, with
functions to perform the three basic tasks of an HMM: train-
ing of probabilities, recognition of likely observation se-
quences, and prediction of state sequences. We used three-
state, three-observation HMM for simple motion detection
in the second installation.

Results

Before the installation occured, the HMMs had to be trained.
To train the HMMSs, the cameras were enabled and 30 se-
quences of 9 observations each were collected. However,
we tested the HMM recognition properties simply by hav-
ing three different people move through the room and back,
and monitoring the chord progressions that were generated.



Figure 5: A view of the installation in action, with the door
behind the viewer.

Under these controlled conditions, the results were consis-
tently correct.

We invited 15 people to a luncheon/installation. Several
were from the sciences: geology, neuroscience, engineer-
ing, and computer science. A sound artist attended, as well
as students and children. Viewers could enter at any time.
Figures 5, 6, and 7 are movie stills of the installation.

We did not explain anything beforehand, aiming for dis-
covery. Many viewers wanted to know how everything
worked at a technical level. Others were interested in fig-
uring out the cause and effect. A few were listening to the
music interaction, especially those who had a background
in jazz. Some were happy to make sounds and watch im-
ages. Some of the remarks made by participants to each
other were:“This is fun, fun!”; “Ho ho!”; “Oh, I see, this
one makes the teapot spin.”; “It’s just changing the color.”;
“Yah, the foot is the bass.”; “We couldn’t figure out what was
doing what.”; “Are all the systems unaware of each other?”;
“So in that way they are communicating because whatever
is played on the floor sensor is heard by the microphone.”;
“What do you think of the experience of it?”’; “Wait a minute
it shouldn’t be doing that!”’; and “OOhhhhh”, in unison.

We found the installation to be a nice venue for discussing
computing and the arts, and we expect it to be a springboard
for many other projects. In particular, we are investigat-
ing distributed installations that are not co-located, but in
which participants are aware of distant participants. We are
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Figure 6: Another view showing hand motions.

also working on collaborations with sound and image artists
in orer to gain artistic insight into the installation process.
Managing the group dynamics in one or more installations
is a rich area for Al research, as is the art-making.
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Figure 7: A sequence of views of the installation in action.
Many are views with hand motions.
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