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Banks receive a wide variety of telex communications. Bank operators
must sort these telexes and route them to the appropriate department for
processing. Although certain messages can easily be classified and routed,
others require a more thorough understanding of the telex content and
bank organization to determine the proper destination. The large num-
ber of messages that must be reviewed each day, the urgency of these mes-
sages, and the difficulty of maintaining a staff of sufficiently skilled opera-
tors all indicate the advantages of automating this task. Thus, Prism is a
system that combines case-based and inductive techniques to classify and
route bank telexes. Developed by Cognitive Systems, Inc. (CSI), the Prism
system has been in continual daily operation at Chase Manhattan Bank’s
Letter of Credit Department (Chase L/C) since October 1989 and has
been customized for installation at Manufacturer’s Hanover Trust (MHT)
and the American Express Bank, Limited (AEBL).

The Telex Classification Domain
Most large banks are attached to an international telex communica-
tions network. These banks receive interbank telex communications
from a variety of foreign and domestic correspondent banks 24 hours a
day. The average number of telexes received each day varies from site

From: IAAI-90 Proceedings. Copyright © 1990, AAAI (www.aaai.org). All rights reserved. 



to site, ranging from several hundred to several thousand each day.
These telexes cover a variety of topics, ranging from accounts receiv-
able to volume banking. CSI has identified about 109 content-based
classifications for these telexes. 

Each bank has a number of different departments, ranging from 6 to
30, to handle subsets of this traffic. The structure and organization of
these departments vary greatly from site to site. For example, one bank
might send all telexes concerning payments to a specific department,
whereas another bank might distinguish between foreign and domestic
payments, payment investigations, payment amendments, and so on.
Because a significant portion of these telexes deal with the transfer of
large amounts of money from one bank or account to another, any
delay in routing these telexes to the appropriate department can have
costly consequences.  

AEBL was using a manual process to route these telexes. Telexes
were printed as they were received off the wire. An operator would
read the telex and place the hard copy into an addressed mail enve-
lope. This envelope would be hand delivered to the appropriate de-
partment, where processing would occur. This process could take as
long as several minutes for each telex. Because telexes were received
overnight, each morning would start with a backlog of hundreds of
telexes, many of which had been queued for hours. As with any manual
record processing, these records could be lost or misplaced. Given the
sensitivity of these documents, such a risk is unacceptable. 

Both Chase L/C and MHT had developed semiautomatic methods
of dealing with telex traffic. At both sites, incoming telexes were ap-
pended to a queue. An operator sitting at a terminal would view the
telex and attach an appropriate route code. The telex was then auto-
matically forwarded to the appropriate department over the computer
system. Although the time required to process a telex was reduced to
one or two minutes for each telex, training costs increased somewhat
because the operator needed training on the routing system. Also, the
problem of telexes that were batched overnight remained. 

There is a high employee turnover in telex operator positions. When
combined with the wealth of specialized knowledge required to per-
form this job (as much as six months of training is typical), banks end
up spending a large amount of money on human resources. 

Prism Design Requirements
We envisioned Prism as a system that could be installed at a large num-
ber of banking sites, with a minimum amount of work required to cus-
tomize the system at each site. Because the departmental structure var-

26 GOODMAN



ied greatly from bank to bank, we decided that Prism should be com-
posed of two modules, a content-based classifier and a router. The clas-
sifier would determine the generic content of the telex from about 109
telex types, and the router would determine the appropriate customer
department for a telex with this classification. Because most of the
knowledge about classification would be generic, the total amount of
knowledge engineering needed to customize Prism for a particular site
would be reduced. Prism also needed to be aware of a large amount of
customer-specific information to perform routing, including the
names of employees and departments referred to in attention lines of
the telex, the name and location of common correspondent banks,
and the structure and content of telex reference and account num-
bers. Each of these pieces of information can have an impact on the
final routing code, independent of the content of the telex. To reduce
knowledge engineering time, this customer-specific information would
be stored in external databases, and Prism would have facilities for
looking up and using this information. 

There were several other requirements for installing Prism. Prism
needed to be easily portable to a wide variety of existing hardware plat-
forms. The total amount of time it took to classify and route a telex
needed to be less than the amount of time required in a bank’s exist-
ing system. This meant that Prism needed to handle a telex in under
one minute. Prism’s accuracy needed to be at least as good as the aver-
age accuracy of a human operator. Fortunately for Prism, this number
turned out to be only 75-percent accuracy because of the complexity of
the task. Finally, as a business consideration, the total cost required to
customize Prism for a client site needed to be less than the amount
that could be charged for a Prism sale. 

Rule-Based Prism
The first version of Prism combined a shallow, demon-based parsing of
a telex with a forward-chaining rule system. The parser, based on Dypar
(Dyer 1982), attempted to use semantic and syntactic information to
perform an expectation-based parsing of the telex. This parsing in-
volved creating several thousand lexical and pattern definitions. A
large body of domain knowledge modeling the banking domain was
also created, using a structured inheritance network (Brachman 1978).
During the course of the parsing, information extracted from the telex
was posted to a blackboard, and a forward-chaining rule system similar
to OPS5 (Brownston et al. 1985) was used to classify and route the
telex. Approximately 700 rules were created for the classification and
routing. A schematic overview of rule-based prism is shown in figure 1.
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Two systems were built using this architecture. Both systems satisfied
the time requirement (a telex could be classified and routed in 44 sec-
onds on the average) and the accuracy requirement (both systems had
a 76-percent accuracy rate).The first system went live at MCI for Chase
Manhattan Bank in July 1988, and the second system went live at Soci-
ete Generale de Banque in November 1989. 

Unfortunately, the difficulty in customizing and maintaining such
large, knowledge- intensive systems caused the cost of knowledge engi-
neering new systems to be impractical. Each system required approxi-
mately one person-year to knowledge engineer, and prospects for en-
hancing system performance were grim. The complexities of rule
chaining in the system quickly led to a situation where any modifica-
tions to the rule base to fix misclassifications resulted in an entirely
new set of problems. Fixing this new set of problems would, in turn,
cause new problems to develop. It was clear that no substantive system
improvements could be made without a major redesign of the knowl-
edge base. In an effort to reduce this knowledge engineering time, CSI
turned to case-based and inductive approaches. 

The History of Case-Based Prism
Case-based Prism began as a series of experiments in January 1989. CSI
was beginning the second year of a three-year contract with the De-
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fense Advanced Research Projects Agency (Darpa) to develop a case-
based reasoning tool (the CBR Tool) (Riesbeck 1988) and had experi-
enced results indicating that significant reductions in knowledge engi-
neering time were possible with this technology (Goodman 1988,
1989). A process model for case-based reasoning is shown in figure 2
(Riesbeck 1989). In this model, an initial problem description is passed
into a case retriever. This retriever uses a set of retrieval indexes to se-
lect best matches from a case library. The retrieved cases are passed
into a case adapter, which uses a set of adaptation metrics to compare
the problem description with the retrieved cases to tweak solutions in-
dexed on the retrieved cases to account for any remaining differences
from the problem description. The result of this adaptation is a new so-
lution. In contrast to the rule-based Prism approach, where the goal
was to use detailed domain knowledge to reason from the content of a
message to its classification, the goal of a case-based approach is to re-
trieve cases similar to an incoming telex from its case library and to use
the classification of these telexes as the basis for a classification of the
new telex.

The construction of a CBR system involves several steps. An ade-
quate case representation must be defined, including the type and na-
ture of features used to describe each case. Cases must be gathered
and stored in the case library. Some notion of what makes cases similar
must be created. CSI’s CBR Tool uses inductive techniques to build a
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directed acyclic graph, where each node in the graph is a binary dis-
crimination on the presence or absence of a feature in the case. These
features, which serve as indexes for case retrieval, are selected using a
credit-assignment algorithm that evaluates the correlation between
each feature and the variance in case outcome. 

In the first series of experiments, a proof of concept was developed.
CSI’s Macintosh II–based CBR Tool was used to construct a case library
of 4000 telexes. Initial classifications were provided by the rule-based
Prism. A telex was considered to be composed of a set of individual
words in isolation, and indexes were generated that corresponded to
words that appeared to account for variance in classification. After two
weeks of initial development, a system was created that achieved over
90-percent accuracy in predicting the classification portion of rule-
based Prism. Further, because of the simplicity of the features used for
classification, this first version of a case-based classifier was able to pro-
cess the average telex in . 2 seconds. These initial results were promis-
ing enough that work proceeded to a second series of experiments. 

In the second series of experiments, these techniques were used to
build classifiers that would determine what the language of a telex was
(from six languages: French, English, German, Dutch, Italian and
Spanish) and whether the telex was a funds transfer telex. This second
series of experiments required extension of the case library (one per-
son-week) and new index generation (one person-week).At the end of
these experiments, CSI had developed a language determiner that was
98-percent accurate and a funds transfer separator that was 90-percent
accurate on test data. 

By January 1989, CSI had negotiated a new installation with Chase
L/C. Although the complexity of this task was reduced from Prism with
109 classifications, because Chase L/C was only interested in distin-
guishing between various kinds of letters of credit, the subtleties of
classification made this effort a major one. A decision had to be made
about whether CSI would use its established (but expensive) rule-based
approach or chance using its newer case-based reasoning technology.
After much internal discussion, the decision was made to try case-based
reasoning, mainly because of the personnel requirements. 

The first step toward building the new system was the solicitation of
3000 new letter-of credit telexes. These telexes were added to the case
library, and a domain expert used the CBR Tool’s interactive data entry
to classify the new and existing letter-of-credit telexes. This process
took approximately three person-weeks. Because a major source of
error in CSI’s previous case-based classifiers was the tool’s inability to
recognize synonymous words and phrases during index generation,
CSI changed the internal representation of the telex. Instead of scan-
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ning a telex into a set of words that would serve as the basis for index
generation, CSI instead borrowed its existing lexical pattern matcher
from its parser and used it to scan the telex. This pattern matcher in-
corporated facilities for spelling correction along with the ability to de-
fine groups of synonymous words, patterns with optional components,
and abbreviations. The output of the lexical pattern matcher was a set
of symbolic values that could hierarchically be organized in the CBR
Tool. Adapting the lexical pattern matcher to the case-based reasoning
environment took one person-week, developing the lexicon took two
person-weeks (starting from the base of the existing rule-based Prism
lexicon), and creating the symbolic hierarchy took one person-week.
Generating the indexes for case retrieval took an additional person-
week using inductive techniques. Figures 3 through 10 illustrate the
steps in constructing the case library.

After these eight person-weeks, a system was developed that was 90-
percent accurate at determining the classification for a letter-of-credit
telex. Although the time required to run a telex through the lexical
pattern matcher added five seconds to the total processing time, the
time to classify a telex was still less than six seconds. This system has
been in continuous, daily operation at Chase L/C since October 1989
and processes several hundred telexes each day. 

By June 1989, CSI had negotiated two new installations of Prism, one
for MHT and one for AEBL. Given CSI’s previous success with case-
based Prism, it seemed clear that this approach should be used. 

Case-Based Prism Design
The final Prism design consists of three modules. The first module is
the lexical pattern matcher, borrowed from CSI’s natural language
parser. The input to this module is a bank telex, and the output is a set
of hierarchically organized symbolic values (such as Pay, Value-Date,
Sender, Debit). This set of symbols defines the case representation to
the second module, the CBR module, which classifies the telex into
one of about 109 different content- based classifications. The result of
this classification is passed to the third module, a rule-based router (all
that remains of the rule-based Prism), which contains customer-specific
rules for extracting additional information from the telex and deciding
on the final routing code. The router is also responsible for recogniz-
ing attention lines and extracting reference numbers and telex party
references with a shallow parser. A schematic overview of case-based
Prism appears in figure 11. 

Because of the small number of rules required by the router (22 rules
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Figure 3. Collecting Messages.

Figure 4. Classification Hierarchy.

The expert establishes a hier-
archy of telex classifications
based on content. Highlight-
ed here is part of the tree for
payment orders.

The system recognizes about
109 types of messages

Every incoming telex message is
given a unique identifier that is used
as a name, such as C16-027.

The case library for the message
classifier consists of 9,632 sample
messages.
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Figure 5. Classification of Messages.

Figure 6. Creation of Formulas.

Formulas may be created to derive abstract features that the tool may select
as indices for case retrieval.

For example, the text of each telex is run through a lexical pattern matcher
to derive abstract features (the tokenized message) from surface features (the
input text).

The domain expert classifies each
telex in the library.

This te lex is a le t ter of credi t  
authorization to pay or accept
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Figure 7. Symbolic Hierarchy of Tokens.

Figure 8. Full Representation of Case.

The full case representation consists
of the conceptual features of the
message (identified by lexical pat-
terns), the expert's classification of
the message, and any formulas

The lexical pattern matcher returns to-
kens, based on words, phrases, ab-
breviations, and synonyms, which are
important to the domain.

These tokens are organized into an 
abstraction hierarchy that is used for
index selection. 
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Figure 9. Clustering.

Figure 10. Retrieving Cases. 

An incoming message's classification is determined by retrieving similar
cases from the case library. The rationale for the system's match is dis-
played as a list of factors.

In actual operation, messages can be processed automatically without
being displayed to an end-user.

The CBR Shell uses inductive techniques to generate a set of indices, or-
ganized into a decision DAG.

The domain expert can interactively guide this process by screening the
features used in the DAG



for the MHT installation and about 30 for the AEBL installation), the
knowledge engineering time to customize Prism for a new client is re-
duced. In fact, the total time required to customize both the AEBL and
MHT systems was less than eight weeks. Further, improving the perfor-
mance of the system is simply a matter of adding telexes that the system
misses into its case library (which currently contains over 9600 telexes).

Adding the router (which selectively extracts information from the
telex) increased Prism’s total telex processing time to 30 seconds. Still,
30 seconds is a significant improvement over rule-based Prism’s 44 sec-
onds for each telex and a dramatic increase over each bank’s previous
telex processing procedure. Also, Prism (unlike human operators) is
able to work effectively 24 hours a day. This ability to process telexes in
a more timely and cost-effective fashion will allow MHT to reduce its
current staff of telex operators from five people to between two and
three people. Prism has also been able to guarantee higher consistency
than previously possible. 

Conclusions
Using case-based and inductive approaches, a system that can easily be
maintained and customized was developed for classifying bank telexes.
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Figure 11. Case-Based Prism



The techniques used in developing Prism appear to have widespread im-
plications for the development of message classification systems. Prism
has enabled the processing of bank telexes in a more timely fashion and
has allowed the staffing requirements to be reduced at three banks. 
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