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Abstract

With the growth of on-line information, the need for better
resource location services is growing rapidly. A popular goal
is to conduct search in terms of concepts, rather than words;
however, this approach is frequently thwarted by the high
up-front cost of building an adequate ontology (conceptual
vocabulary) in the first place. In this paper we describe a
knowledge-based Expert Locator application (for identifying
human experts relevant to a particular problem or interest),
which addresses this issue by using a large, pre-built, tech-
nical thesaurus as an initial ontology, combined with simple
AI techniques of search, subsumption computation, and lan-
guage processing. The application has been deployed and in
use in our local organization since June, 1999, and a second,
larger application was deployed in March 2000. We present
the Expert Locator and the AI techniques it uses, and then
we evaluate and discuss the application. The significance of
this work is that it demonstrates how years of work by li-
brary science in thesaurus-building can be leveraged using
AI methods, to construct a practical resource location service
in a short period of time.

Introduction
With the rapid growth of on-line information, it is becoming
increasingly hard for users to find the information they need.
The phenomenon of posing a query to a Web search engine
and receiving many thousands of “hits”, few of which are
really relevant, is a familiar one. A well-known contribu-
tor to this problem is that search is organized aroundwords
(contained in the target documents) rather than theconcepts
which those words denote. As a word can denote many con-
cepts (polysemy) and a concept can be denoted by many
words (synonymy), a user’s query may both miss relevant
documents and hit irrelevant ones. In addition, without an
unambiguous representation of what the user is interested in,
it is impossible to apply domain knowledge to reason about
the user’s information request.

In this paper, we describe our recent work in conduct-
ing search in terms ofconcepts(unambiguous denotations
of the entities of interest) rather than words, to reduce the
ambiguity problem and also exploit domain knowledge for

Copyright c© 2000, American Association for Artificial Intelli-
gence (www.aaai.org). All rights reserved.

search. In particular, we have exploited an extensive techni-
cal thesaurus to provide both a conceptual vocabulary (“on-
tology”) and a source of domain knowledge, avoiding the
high up-front cost of ontology-building from scratch. We
have combined this with simple AI techniques of search,
subsumption computation, and language processing. We
have used this for building an “Expert Locator” search tool
for identifying human experts within our 200 person orga-
nization relevant to a user’s problem or interest. This appli-
cation has been deployed and in use within our organization
since June 1999, and a similar, larger application was re-
cently deployed in March, 2000, indexing a larger group of
technical experts within Boeing. We describe the initial ver-
sion of the thesaurus-based Expert Locator and the AI tech-
niques that have been used to enhance it in various ways,
and then we discuss and evaluate the application. Our con-
clusion is that, when the thesaurus and application domain
are well matched, the many years of work by library science
in thesaurus-building can be leveraged using AI methods to
construct a practical resource location service.

Approach
A Thesaurus as a Conceptual Vocabulary

One challenge for working in concept space is the construc-
tion of an appropriate ontology (“conceptual vocabulary”)
appropriate to the domain of interest. To address this, we
have used a technical thesaurus as the initial ontology, seek-
ing to exploit the many years of effort already spent by li-
brarians in constructing a conceptual vocabulary for a do-
main. Other alternative (but more costly) approaches would
be to hand-build the ontology from scratch, e.g., CoalSORT
(Monarch & Carbonell 1987), or learn it automatically from
analysis of text corpora, e.g., PhraseFinder (Jing & Croft
1994).

It is important to note that a library thesaurus is distinct
from a synonym dictionary (a common misconception) in
two important ways. First, each term (concept) in the the-
saurus has a unique name, precisely to remove word ambi-
guity. Sometimes concept names will include a parentheti-
cal qualification if a single word would be ambiguous, e.g.,
“planes (geometry)”, “beams (radiation)”. Second, a the-
saurus encodes not only the conceptual vocabulary but also
semantic relationships (of a rather informal kind) between
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Figure 1: Sketch of a tiny fragment of Boeing’s Thesaurus.
The full Thesaurus contains approximately 37,000 concepts
and 100,000 relationships between them.

concepts, the three most important types being named ‘bt’
(broader term), ‘nt’ (narrower term), and ‘rt’ (related to).
A broader term denotes a subject area which encompasses
the original term, usually1 corresponding to a generaliza-
tion (superclass) link in an inheritance hierarchy (e.g., “jet
engines”−bt→ “engines”), while a narrower term is the in-
verse of this. The rt relation expresses that some (unspec-
ified) close conceptual relationship exists between the two
concepts. Although the semantics of these links are rather
informal, they nevertheless provide (by design) knowledge
about conceptual relationships in the domain, specifically
for the task of information retrieval.

The particular thesaurus we have used is Boeing’s Tech-
nical Thesaurus, built by Boeing Technical Libraries. This
Thesaurus is a vast network of approximately 37,000 con-
cepts (plus another 19,000 synonym concept names), with
approximately 100,000 links between them (of the three
types mentioned above), plus additional relationships (‘sub-
ject note’, ‘used for’, etc.) for other purposes. It is well
suited to our purposes as it is highly customized to our tar-
get domain (aerospace) and organization (Boeing), and is
rich in aerospace and “Boeing-speak” concepts, and also
in concepts from the related areas in which Boeing is in-
volved (e.g., computing, finance, sales, personnel manage-
ment). A tiny fragment (0.05%) of this Thesaurus, sketched
as a graph, is shown in Figure 1, where boxes denote The-
saurus concepts and arcs denote relationships.

Performing Concept-Based Search using a
Thesaurus
For typical word-based search tools, an indexing engine
(e.g., a Web crawler) builds ahead of time a word index of
resources (e.g., Web pages) to be searched. At search time,
a user enters a set of query words, and a matching algo-
rithm then compares these with the word index to identify

1but not always, for example “France” may be declared as a nar-
rower term of “Europe”, expressing a meronymic (part-of) rather
than hypernymic (subclass) relation.
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Figure 2: From the user’s initial query word(s) (here the
word “jet”), the system identifies possible concepts he/she
may be referring to by simple stemming then substring
matching.

the “best” resources that match the user’s query. Our goal
is to do an analogous thing in concept space, requiring three
main tasks to be performed:

1. A concept index needs to be built, in which target re-
sources are indexed in terms of the concepts (not words)
characterizing them.

2. A user’s query needs to be (re-)formulated in terms of
concepts.

3. A “concept-based search” algorithm is needed to match
the user’s concept query with the concept index of re-
sources.

In our application, the Expert Locator, the “resources” we
are interested in searching for are, in fact, not documents
but human experts. We adopted straightforward approaches
to the three tasks listed above:

1. The concept index was built manually, by asking each ex-
pert to characterize his/her area(s) of expertise by a list of
concepts drawn from the Thesaurus.

2. After the user enters a set of search words, the system
finds possible concepts he/she might be referring to (by
stemming the user’s words and then substring matching
on concept names in the Thesaurus), and then asks the
user to select his/her intended concept(s). This is illus-
trated in Figure 2, where the user has entered the word
“jet”, to which the system will ask: “By ‘jet’ did you
mean: (i) jet engine (ii) ramjet engine (iii) jet spray (iv)
...?” If none of these are appropriate, the user can browse
the Thesaurus by iteratively clicking on a concept to see
its neighbors in the Thesaurus graph, to help locate his/her
concept(s) of interest.

3. Thus having a set of concept(s) the user is interested in,
the system searches for experts who either know about
one of those concepts or know about concepts “closely
related to” the user’s concepts of interest, where “closely
related to” corresponds to the distance between the user’s
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Figure 3: The distance between concepts in the Thesaurus
graph is used to assess relevance between an expert’s area of
expertise (here “propulsion systems”) and a user’s concept
of interest (here “jet engines”).

and expert’s concepts in the Thesaurus graph2. This is il-
lustrated in Figure 3, where an expert in “propulsion sys-
tems” is considered moderately relevant to a query for in-
formation about “jet engines”, as the concepts “propul-
sion systems” and “jet engines” are relatively close in the
graph.

An example of the Expert Locator application itself is
shown in Figure 4. The user asks for someone who knows
about “graphics”, to which the system asks (via a menu):
“By ‘graphics’ did you mean: (i) graphic arts (ii) raster
graphics (iii) graphic methods ...?” The user ticks the
box(es) to identify his/her intended concept(s) (here “com-
puter graphics”), then the system retrieves experts who ei-
ther tagged themselves as having expertise in that concept(s)
or in concepts closely related to it. In Figure 4, the system
reports both the expert’s technical area (e.g., “digital video”)
and the semantic path of associations from that concept to
the user’s original concept of interest (e.g., “via computer
graphics→ digital video”).

Initial Results and Development
Initial, informal trials with the Expert Locator were encour-
aging, and in particular illustrated how even the semi-formal
semantic relationships in the Thesaurus could help search.
At the same time, these trials highlighted several issues
which needed to be addressed:

1. The length of the shortest path between two concepts in
the thesaurus graph is a crude measure of “semantic dis-
tance” or “relevance” between two concepts, and further
tight controls on the graph search are needed.

2. Despite the 100,000 relationships in the Thesaurus, we
frequently found cases where (at least for our purposes)
desirable links were missing. In fact, of the 37,000 con-
cepts in the Thesaurus, approximately 15,000 are “or-
phans” (i.e., not connected with any other concept), mean-
2This is an oversimplification; we elaborate shortly.

ing that knowledge of concept associations could not be
applied in those cases3.

3. Even with 37,000 concepts, experts occasionally found
that their area of expertise was missing, i.e., not properly
characterized by any of the original Thesaurus concepts.

We now describe how these issues were (and continue to be)
addressed.

Semantic Distance and Relevance
Evaluating semantic relatedness using network representa-
tions has a long history in artificial intelligence and psy-
chology, e.g., (Resnik 1995; Brooks 1998; Tudhope & Tay-
lor 1997), and we are exploiting this basic idea for our ap-
plication. Intuitively, a short path (measured by counting
links) between concepts in the Thesaurus graph might be ex-
pected to correspond to some loose notion of “relevance” be-
tween those concepts. For example, “artificial intelligence”
and “semantics” are two links apart (“artificial intelligence”
−rt→ “inference”−rt→ “semantics”) and also intuitively
appear to be related. Unfortunately, this is not always the
case, as relevance is not always transitive. For example,
“flood control” and “artificial intelligence” appear ‘close’ as
they are just three links apart (“artificial intelligence”−rt→
“cybernetics”−rt→ “control” −nt→ “flood control”); sim-
ilarly, “battle management” is within three links of “li-
brary science” (“battle management”−bt→ “management”
−nt→ “information management”−rt→ “library science”).
Table 1 gives a coarse quantification of this phenomenon us-
ing data from the evaluation (described later), showing the
average relevance of concepts at distance D to an initial con-
cept C. Due to this rapid degradation of relevance with
distance, we severely constrain the search for relevant con-
cepts to those at distance two or less from an initial concept.
Work by other researchers suggests that this degradation
might be partially reduced by weighting links using statisti-
cal methods, e.g., (Resnik 1998; Manning & Schutze 1999;
Chenet al. 1993), an avenue which we are considering ex-
ploring.

One simple refinement we made to this “link counting”
approach was to disallow paths which include a generaliza-
tion (bt) link followed (either immediately or otherwise) by
a specialization (nt) link. This avoids paths such as “bat-
tle management”−bt→ “management”−nt→ “information
management”, where the path first moves to a general con-
cept and then specializes to a concept disjoint with the orig-
inal. An informal evaluation of this approach suggests that
this improves the credibility of the paths as explaining rel-
evance (as these questionable paths are removed), but often
alternative (more plausible) paths can be found and the list of
relevant concepts is not significantly altered (e.g., blocking
the path “battle management”−bt→ “management”−nt→
“information management”−rt→ “library science” causes

3One factor contributing to this relatively high proportion of or-
phans was that a separate database of “identifiers” (additional, non-
Thesaurus keywords) was merged into the Thesaurus several years
ago, with connections to Thesaurus terms still being added. As de-
scribed later, our graph enhancement algorithm can assist with this
linking process.



Figure 4: Two consecutive screen shots of the Expert Locator in use. First the user identifies the concept(s) he/she is interested
in (by browsing and checking boxes), then experts are retrieved based on the proximity of their areas of expertise to those
concept(s) in the semantic graph.

DistanceD from C
0 1 2 3

Number of concepts atD from C (mean) 1 2.69 46 356
(median) 1 1 10 96

Mean relevance of concepts atD to C 10.0±0 7.8±0.3 4.3±0.3 3.2±0.4

Table 1: Relevance degrades rapidly with distance, as judged by a human expert on a 0 (irrelevant) to 10 (relevant) scale.±
denotes standard error. The table also shows the rapid increase in concept accessibility with distance.

a different path “battle management”−rt→ “command con-
trol” −nt→ “information systems”−rt→ “library science”
to be found instead).

Enhancing the Thesaurus Connectivity:
Computing Extra Subsumption and Association
Relationships
Although the Boeing Thesaurus is highly connected
(100,000 links), it is often the case that desirable links,
at least for our purposes, were missing, including 40%
(15,000) of the 37,000 concepts being orphans and thus in-
accessible to search.

However, an important characteristic of technical thesauri
is that many concept names are compound (multi-word)
terms. In Boeing’s Thesaurus, 32,000 (85%) of the concept
names are compound nouns or phrases. This allows some
automated analysis of the concepts to be performed, based

on the constituent words in these terms, using subsumption
computation techniques (Woods 1991). For example, the
concept “space shuttle main engine” is an orphan in the The-
saurus, but by comparing its constituents with other concept
names, an algorithm can infer that it is related to the concept
“space shuttle” (as “space shuttle” is a concept in the The-
saurus) and generalizes to “engines”. Similarly, “metal pipe
welding” can be inferred as a specialization of “tube join-
ing”, as “pipe” is a specialization of “tube” and “welding” is
a specialization of “joining” in the Thesaurus.

We implemented a graph enhancement algorithm for this
task, that automatically inferred these missing links using
using word-spotting/natural language processing technol-
ogy. This algorithm computes subsumption relationships be-
tween terms in a similar style to (Woodset al. 1999), and
can be viewed as a simple classification engine using the
limited semantics that a thesaurus affords. The algorithm
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Thesaurus. “related-to” (rt) links (not shown) are inferred in
a similar way. Approximately 58,000 links were inferred in
total.

behaves as follows. First, individual words in a compound
term are stemmed, and then the compound is generalized
(in all possible ways) by repeatedly either removing the first
word (e.g., “turbojet engine” becomes “engine”) or general-
izing one of its words/sub-phrases using the taxonomic links
in the Thesaurus (e.g., “turbojet engine” becomes “jet en-
gine”). If the generalization thus created exists in the The-
saurus as a concept in its own right, then taxonomic (bt/nt)
links are added. This is repeated for all concepts, and then
a final sweep of the resulting graph is performed to remove
redundant taxonomic links (e.g., A−bt→C is considered re-
dundant if A−bt→B and B−bt→C). This algorithm is ex-
tended to also add “related to” links by also allowing the
last word in the compounds to be removed in the the ‘gen-
eralization’ step (e.g., “space shuttle engine” is related to
“space shuttle”). Compounds created in this way (if they are
also Thesaurus concepts), and any new ones derived from
them, are then linked to the original concept using “related-
to” (rt) links, rather than taxonomic (bt/nt) links.

Applying this algorithm, approximately 21,000 gener-
alization/specialization links and 37,000 related-to links
were automatically added, and the number of orphans
was reduced from approximately 15,000 (≈40%) to 4,600
(≈13%). This approach relies heavily on the choice of
name the Thesaurus authors decided to use for a con-
cept. The algorithm will sometimes make mistakes due
to changing word sense (e.g., “mean value analysis” be-
comes mistakenly related to the concept “values”, in the
sense of ethics), or finding unintended sub-phrases (mis-
bracketing). However, interestingly, such mistakes were un-
usual, mainly attributable to the Boeing Thesaurus being a

domain-specific rather than general thesaurus, where words
in concept names tend to be used in a single sense (namely
the aerospace sense). As a result, almost all of the (many)
mis-generalizations hypothesized by the algorithm are non-
Thesaurus concepts, and thus do not contribute links to the
enhanced Thesaurus. We qualitatively evaluate the effect of
the graph enhancement algorithm later in this paper.

Natural Language Processing of Compound Nouns
As a generalization of this approach, we have started work
applying more sophisticated natural language processing
technology to analyze compound nouns in the Thesaurus.
This offers several advantages:

1. It provides better regularization of word variations (e.g.,
recognizing that “antisubmarine”, “anti-submarine”, and
“anti submarine” are all variants of the same concept).

2. It can help disambiguate the appropriate word sense,
based on the other words in the compound (e.g., “manual”
in “transmission manual” refers to the concept of “manu-
als (documentation)”, not “hand-operated”).

3. It can help identify appropriate word grouping (brack-
eting), e.g., “advanced knowledge engineering” = “ad-
vanced (knowledge engineering)”, not “(advanced knowl-
edge) engineering”.

4. It can refine the all-encompassing “related to” link into
finer semantic categories, e.g., identifying that “coal” is
theresult of “coal mining”, while “strip” is theman-
ner of “strip mining”.

An interactive prototype system called NCAS (Noun Com-
pound Analysis System) was developed to perform this
task. Word regularization, part of speech information, and
identification of possible bracketings are performed by a
standard parsing component. For word sense disambigua-
tion, preferred bracketing, and identification of the head-
modifier relation, we follow a knowledge-based linguistic
approach of using a set of noun-noun (and also adjective-
noun) interpretation rules. Similar approaches to noun com-
pound interpretation have been performed by others, for
example (Barker & Szpakowicz 1998; Vanderwende 1993;
Finin 1986). An example of an interpretation rule is:

For compound “modifier head” (e.g., “metal tube”):
IF modifieris aMaterial
AND headis aPhysical-Object
THEN headis-made-of modifier.

A set of 27 noun-noun relation types were chosen (e.g.,
agent , causes , contains , location ) by merging re-
lations from our previous NLP work (Holmback, Duncan,
& Harrison 2000) with Barker’s list (Barker & Szpakow-
icz 1998), and then these were augmented to fit the The-
saurus data. This latter step was based on manual analysis
of the 450 most common noun compounds that were either a
Thesaurus concept name or a subphrase of a concept name.
As well as identifying the relation type, the rules constrain
which word senses can co-occur. For example, the above
rule constrains “tube” in “metal tube” to be a physical ob-
ject (e.g., a pipe), thus ruling out “tube” in the senses of an
abstract geometric shape or a subway.



Our work in this area is still preliminary, and the rule base,
word sense classification hierarchy, and association of word
senses with Thesaurus concepts are still incomplete. How-
ever, processing of noun compounds in this way, or more
generally dictionary definitions, e.g., similar to MindNet
(Dolan, Vanderwende, & Richardson 1993), may prove to
be a useful additional way to augment the semantic knowl-
edge base.

Handling non-Thesaurus Concepts

In addition to processing the concepts within the Thesaurus,
the natural language processing of compound nouns offers
a way of dealing with concepts that are missing in the The-
saurus, but are of interest to the user (either to express his/her
area of expertise, or to perform a search). Currently, if an
expert cannot find a suitable concept to characterize his/her
expertise, a common strategy is to use a set of concepts, each
representing an element of his/her desired concept name.
For example, an expert in “document releasing” (missing in
the Thesaurus) may tag him/herself with the concepts “docu-
ments” and “releasing”. This is problematic because his/her
expertise is not about releasing in general, but about a par-
ticular typeof releasing (namely of documents). However,
by tagging him/herself with the general “releasing” con-
cept, he/she will be considered highly relevant to concepts
neighboring “releasing” in the Thesaurus, such as “venting”,
“emission”, etc., a clearly undesirable consequence.

Instead, we would like the system to accept this com-
pound noun as a new concept represented as a structure de-
noting the relationship between its constituents, rather than
as a set of independent concepts, which we can informally
sketch as:

Documents Releasing

Releasing
object: Documents

"Document Releasing" +=
=

The noun-noun processing technology we have imple-
mented can be used for exactly this task, by interactively
(or automatically) linking the user’s new concept to exist-
ing concepts, both for classifying resources and posing a
search query. This would mark a significant shift in cata-
loging/classification from a task of conceptselectionto one
of conceptconstructionfrom primitives.

Evaluation

Finding good evaluation metrics for this style of application
is challenging. The ultimate success of the Expert Locator
application relies on several factors: the quality of the under-
lying knowledge-base (the enhanced thesaurus), the search
algorithm, the ability of experts to label themselves appro-
priately with thesaurus concepts in the first place, the ability
of users to identify their concepts of interest to perform a
search, and other issues such as speed and the friendliness
of the interface. Thus it is important to consider which as-
pect(s) of the system are being evaluated (the original The-
saurus? the enhancements? the experts’ ability to describe
themselves?). In addition, it is difficult to select what to

compare the the Locator against (i.e., what constitutes “suc-
cess”?).

There are several weak indicators of the system’s util-
ity that we can point to. The system is deployed and has
achieved limited but sustained use (averaging approximately
1.2 searches per workday since June 1999), with 163 ex-
perts in our organization currently self-registered using 314
subject areas (concepts), mainly in the fields of computer
science and mathematics (our organization’s main technolo-
gies). Feedback has been very positive, and has spawned
the construction of a second, larger application, indexing a
separate, larger community of experts. This second applica-
tion was deployed in March 2000, and has been used for 596
searches during its first three weeks of use (i.e., to time of
writing), even though its availability has not been widely ad-
vertised yet. The most significant requirement people have
pointed to is not with the concept-based search itself, but to
restrict this search to a subset of the database constrained by
simple attribute filters, e.g., years at Boeing, job type. This
is a straightforward extension which we are planning to in-
corporate.

In a trivial way, the Expert Locator improves on simple
word-based searches of an expertise database simply be-
cause, by definition, it does not require the user to enter
exactly (or indeed any) of the subjects the experts classi-
fied themselves under, but will instead find “relevant” ex-
perts even if there is not an exact match with a user’s query.
Two specific questions are how the size of the search (i.e.,
the distance bound on the search from the initial concept(s),
in number of links) affects precision and recall, and what
effect the automatic enhancement of the original Thesaurus
with subsumption and related-to links has had.

As a rough evaluation of this phenomenon, we performed
an analysis in which a human expert selected a concept he
knew about, and then scored a random sample of the con-
cepts at distances 1, 2, and 3 away according to a subjective
measure of “relevance”, similar to semantic distance exper-
iments in psychology, e.g., (Brooks 1998), on a score of 0
(completely irrelevant) to 10 (completely relevant). The as-
sumption here is that to the extent a concept is relevant, an
expert on that concept would be able to answer a question
about the original selected concept. This assessment was
performed using both the original Thesaurus alone and with
the additional links automatically added.

We can use these measures to assess the Expert Locator’s
search as follows: for each conceptCi in the Thesaurus,
let rij = 0 if conceptCj is deemed completely irrelevant
to it, or 1 if it is deemed completely relevant. Thus, if a
search for concepts relevant to a conceptCi retrieves con-
ceptsC1, . . . , CN , then (using standard definitions)preci-
sion =

∑N
j=1 rij/N (the proportion of hit concepts which

are relevant), andrecall =
∑N

j=1 rij/
∑M

j=1 rij (the propor-
tion of relevant concepts which are hit), whereM is the total
number of concepts in the Thesaurus. In our case, where we
have ‘degrees of relevance’, we allowrij to also take frac-
tional values between 0 and 1 (= (the manually judged rele-
vance on the 0 to 10 scale)/10). As assessing

∑M
j=1 rij (the

total number of concepts relevant toCi in the Thesaurus,



Radius D Original Thesaurus Graph Enhanced Graph
of search Precision (%) Relative Recall (%) Precision (%) Relative Recall (%)

0 100±0 6 ±2 100±0 6 ±2
1 84±3 26±6 80±3 39±1
2 58±6 48±7 57±5 75±9
3 50±6 65±10 42±7 100 *

Table 2: Variation of precision and recall (relative to recall within distance 3 in the enhanced graph, *) in locating concepts rele-
vant to some initial starting concept.± denotes standard error. The results show that the Thesaurus enhancements significantly
improve recall, with only a minimal negative effect on precision.

weighted by relevance) is impractical (M = 37,000), we in-
stead assume all relevant concepts are within a distance three
in the enhanced Thesaurus, and thus the recall scores are
only relative to concepts in this set (hence “relative recall”).
This assumption only affects the factor by which the recall
scores are normalized, not their relative sizes, which is our
main interest for this comparative study. The results, aver-
aged over five different trials, i.e., for five different concepts
Ci, are shown in Table 2.

These results suggest that enhancing the Thesaurus has
had only a minimal negative effect on precision, while sig-
nificantly increasing recall. In other words, the automati-
cally added links are apparently of comparable quality, in
denoting relevance, as the original manually added links,
and allow a significantly larger number of relevant concepts
(thus experts) to be identified during search. The occasional
errors in the linking algorithm (e.g., due to not recognizing
word sense change) is probably one contributing factor to
the fractional difference in these figures.

Discussion, Critique, and Conclusion
Perhaps the most significant result of this work is to high-
light the potential value of combining a technical thesaurus
with simple AI techniques of search, subsumption compu-
tation, and language processing, allowing us to construct
and deploy a practical expert location system in a very short
time. Library science has spent many years building con-
ceptual taxonomies in the form of thesauri, and the resources
available there are sometimes overlooked in AI research. We
have demonstrated how we can exploit this work for a prac-
tical task in combination with AI techniques, and have also
speculated on more sophisticated AI methods which could
be applied to further enhance the application.

In some ways, the utility of the Expert Locator is some-
what surprising, given the well-known difficulties in equat-
ing “number of links” with “relevance”, e.g., (Resnik 1995).
In fact, our experience largely confirms previous findings
that, in general, link distance is a weak measure of rele-
vance, and only in the restricted case of very short paths
(lengths 1 or 2) was this a meaningful measure to use (Ta-
ble 1), contrary to our initial expectations. A second point
of note is that we are using a technical (rather than gen-
eral) thesaurus, highly customized to our particular appli-
cation domain and company’s activities. This provides an
important filter, as only aerospace/Boeing-specific concepts
and relationships are present, thus automatically “biasing”

the knowledge to just that required for the domain at hand.
In fact our initial work started with WordNet (Milleret al.
1993) (a general-purpose lexical reference system of linked
concepts), but was quickly abandoned precisely because
many of the links it contained were irrelevant and detrimen-
tal to aerospace-specific queries. The domain-specificity of
the Boeing Thesaurus not only constrains search by encod-
ing just a domain-specific notion of relevance, but also con-
strains the Thesaurus enhancement algorithm to add only
aerospace-relevant links (e.g., “giant hangar” will not be re-
lated to the concept “giants” precisely because the concept
“giants” is not in the Thesaurus). In addition, mistakes from
word ambiguity in concept names are significantly reduced,
as words tend to be used in the same (aerospace) sense.

It is also clear that there are further developments which
can be made. In particular, a list of concepts is a rather crude
characterization of an expert’s ability or a user’s informa-
tion need, and using structured representations would help
considerably in this respect, as discussed earlier. Similarly,
migrating the Thesaurus to a knowledge-base with more
rigorous semantics would enable inferencing and question-
answering services to be added, and provide a basis for com-
puting relevance using more principled domain knowledge
rather than concept associations. However, the simplicity of
the presented approach is also a considerable strength – it
has allowed a practical system to be built and deployed, and
in a way which is easily reproducible by others. It also pro-
vides a springboard from which these refinements can now
be explored.

Specific to the expert location task, we have assumed that
expert relevance is equated with concept relevance. While
there is obviously an important relationship, it is also clear
there are other important factors which we have not taken
into account, e.g., an expert’s years of experience, location,
and position in the company, which should be added for
selecting the portion of the database to search. We have
also not attempted to quantify the “quality” of an expert,
e.g., through recommendations from others or “social fil-
tering”, as performed by so-called recommender systems
(Kautz 1998) such as ReferralWeb (Kautz, Selman, & Shah
1997). This would be another possible dimension for expert
location to explore.

Although we have focussed on expert location, there is es-
sentially nothing in the presented approach which is specific
to this task, and the same approach could be applied or in-
tegrated with search for other resource types, e.g., projects,
documents, and work groups. Again, a concept-based index



of the resource entities would be needed, which could be
constructed either manually or (in the case of text) automat-
ically using statistical methods (Manning & Schutze 1999).
This points to the exciting possibility of using a thesaurus-
derived knowledge-base for organizing and indexing a wide
variety of information resources, again coupling many years
work in library science with AI techniques to provide poten-
tially valuable information management services, an avenue
which we are currently exploring.
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