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Abstract

COORDINATORs are coordination managers for fielded first
responders. Each first response team is paired with a CO-
ORDINATOR coordination manager which is running on a
mobile computing device. COORDINATORs provide deci-
sion support to first response teams by reasoning about who
should be doing what, when, with what resource, in support
of which other team, and so forth. COORDINATORs respond
to the dynamics of the environment by (re)coordinating to
determine the right course of action for the current circum-
stances. COORDINATORs have been implemented using
wireless PDAs and proprietary first responder location track-
ing technologies. This paper describes COORDINATORs,
the motivation for them, the underlying agent architecture,
implementation issues, and first response exercises.

Track: Emerging Applications
Topic Area: Software Agents

Introduction
COORDINATORs are coordination managers for fielded
first responders such as fire fighters. They provide decision
support for first response teams and the incident commander
by reasoning about mission structures, resource limitations,
time considerations, andinteractionsbetween the missions
of different teamsto decide who should be doing what, and
when, so as to get the best overall result. COORDINA-
TORs provide global team activity optimization – helping
the teams to respond to the dynamics of the environment and
to act in concert, supporting one another, as appropriate for
the current circumstances. When the situation changes, the
COORDINATORs communicate, evaluate the implications
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Figure 1: COORDINATORs Help First Responders Coordinate
Joint Action By Reasoning About Tasks and Interactions

of change, and potentially decide (or suggest, depending on
their role) on a new course of action for the teams.

The underpinnings of COORDINATORs are TÆMS
agents (Decker 1995; Wagner, Guralnik, & Phelps 2003a;
2003b; Lesser, Horling, & et al ) equipped with a new coor-
dination module derived from the coordination keys (Wag-
ner, Guralnik, & Phelps 2003a) technology. This means
that each distributed COORDINATOR is able to reason
about complex mission task structures and communicate
with other coordinators to determine who should be support-
ing whom, when, in order to save the most lives, make the
best use of assets or resources, reduce risk to the response
teams, and so forth. An application-centric view of an indi-
vudal COORDINATOR is shown in Figure 1. A network of
COORDINATORs is shown in Figure 2.

Implementationally, COORDINATORs have been con-
structed using off-the-shelf wireless PDAs and are currently
being ported to more specialized wearable computing de-
vices. COORDINATORs also leverage a Honeywell propri-
ety asset location technology (akin to RF id tags) to track
the physical location of first response teams, victims, and
important resources such as a wall cutting saw or a multi-
story portable ladder. A screen snapshot of a PDA-based
coordinator is shown in Figure 3. The screen is showing
the location of the teams with its owner team’s schedule ar-
ranged across the top.

COORDINATORs are implemented and functioning and
have been experimented with using staged first response ex-
ercises. However, this project and the work described here
is only the potential starting point for COORDINATORs
and technology that supports human activity coordination.
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Figure 2:A Network of COORDINATORs Handling Task Coordination Between Responders

DARPA (Defense Advanced Projects Research Agency) is
exploring the possibility of creating a larger effort in coor-
dination which would lead tocognitiveCOORDINATORs
that learn to improve, reason about organizational structures
when decision making, reason about change in the environ-
ment, and exhibit other advanced reasoning capabilities.

Note that throughout this paper we use the term “first re-
sponder” to mean personnel ranging from fire fighters to
emergency medical teams. For the details of this project,
however, we have focused primarily on the needs of the fire
fighters and the incident commander because we were able
to get domain expertise in that area.

In this paper we discuss the first response domain, the mo-
tivation for COORDINATORs, and a few underlying busi-
ness development issues. We then provide architectural and
technical details of COORDINATORs and discuss human-
based first response exercises using COORDINATORs.

Figure 3: A Single COORDINATOR Running on an Off-The-
Shelf Wireless PDA

Motivation and Business Concepts
COORDINATORs are for large-scale first response team co-
ordination. To frame the problem space, imagine a large-
scale crisis event such as a terrorist attack, at a large facil-
ity such as a university campus or a petrochemical plant,
with multiple concurrent incidents, and multiple organiza-
tions or teams responding. In situations such as this, ef-
fective response requires coordination between the first re-
sponse teams. They must act both in concert, supporting
each others’ efforts (and attempting not to hinder one an-
other), and individually, carrying out their own differentas-
signments. In this environment, the situation is changing in
real-time and there is often not very mucha priori infor-
mation available. This means that the teams and the inci-
dent commander must form and adapt their plans online as
the situation unfolds. Currently, this process is carried out
using walkie-talkies and the teams rely heavily on the in-
cident commander to provide high-level coordination. The
problem is that reasoning about who should be doing what,
and when, in a large scale situation is very difficult for hu-
mans. (Consider the number of hours per week one spends
simply scheduling meetings.) Add-in that the situation is
highly dynamic and that change requires timely evaluation
and response. Then factor-in the crisis element – flames,
explosions, and human lives at stake. Human decision mak-
ing in these situations translates into high levels of cognitive
load, coarse approximation in reasoning, and, from a fac-
tual evaluation standpoint, suboptimal coordination. This is
a situation in which decision support technologies can help
make better decisions, faster, with a greater attention to de-
tail (finer grain of coordination), and with a (near) optimal
utilization of teams and resources. The goal of COORDI-
NATORs is to enable the human responders and the incident
commander to focus on the human-hard problems and to off-
load coordination reasoning on to the automated coordina-
tion managers.

This concept has been well received by experts in fire,
security, and first response, as well as by other customers
for military or industrial applications. Keep in mind, how-
ever, that the technical vision motivating COORDINATORs
is long term. This concept is still very far away from some-
thing that could be used by first responders in the field. Con-
sider the device level issues alone – heat, moisture,steam,
darkness, device interaction in a loud setting while wearing
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Figure 4:Ansoff’s Product/Market Expansion Grid

gloves and carrying equipment, device power, ad-hoc net-
working/connectivity, are just a few of the areas that must
come together before this concept is fully viable. These is-
suesarebeing addressed by other research communities but
interaction with experts and our own product divisions has
made it clear that this vision is still several years away from
deployment.

Another important tool when developing a new technol-
ogy concept like COORDINATORs is Ansoff’s product-
market-expansion grid, shown in Figure 4. The general idea
is that the current or present market/product mix is in the
upper-left hand side and expansion moves from that point
to one of the other spaces in the grid. The move that most
business people will balk at is the move from the upper-left
to the lower-right. This means creating a new product and
trying to sell it in a new market. This is regarded as a risky
proposition because they are not working from a position of
strength. As a technical person, developing a concept that
moves a company into that lower-right box means that in-
vestment may be very difficult to obtain. On the other hand,
a move from the upper-left to the upper-right is a move that
business development people endorse. This means taking a
current product and developing a new market for it. This
is an instance of expansion from a strength. However, this
expansion movement is generally of little use to those de-
veloping technical concepts because, by definition, we are
generally creating new products and new ideas. The one
expansion avenue open to work like COORDINATORs is
to keep the company in its existing market (movement from
upper-left to lower-left) but to develop a new product for that
market. Whether or not COORDINATORs actually makes
the move to the lower-left is a matter of some debate – par-
tially because the entire first response / homeland defense
market is in a state of flux. What is helpful when developing
a concept like COORDINATORs is to hit on multi-purpose
use – something that is an enabler on a day-to-day basis as
well as something that has value in first response and cri-
sis situations. Whether COORDINATORs for first response
will achieve product status in the distant future is far from
predictable.

Agents, Architecture, and Implementation
COORDINATORs are based-on TÆMS agents (Decker
1995; Wagner, Guralnik, & Phelps 2003a; 2003b; Lesser,
Horling, & et al ). The name TÆMS stands forTask Analysis
Environment Modeling and Simulationthough in its present

day usage TÆMS is best regarded as a hierarchical mod-
eling language used to represent complex task networks and
interactions between different agents. TÆMS-based compo-
nents, such as the DTC agent scheduler (Wagner, Garvey, &
Lesser 1998; Wagner & Lesser 2001; Raja, Lesser, & Wag-
ner 2000) then reason about these complex task networks
to decide on a course of action for the agent. TÆMS en-
ables TÆMS-based technologies to be used in many differ-
ent domains because, as with any modeling language, it pro-
vides a layer of abstraction away from the domain details.
Figure 5 shows a single TÆMS agent as constructed for
COORDINATORs. From a high-level, each TÆMS agent
contains sophisticated control problem solving modules that
reason about tasks, task interactions, interactions that span
agents, time deadlines, resource constraints, and so forthto
decide who should be doing what, and when, so as to opti-
mize the activities of a group of distributed agents. The de-
tails of how the technologies operate are beyond the scope
of this paper, though more information can be found in pa-
pers on TÆMS (Decker 1995; Lesser, Horling, & et al ),
DTC agent scheduling (Wagner, Garvey, & Lesser 1998;
Wagner & Lesser 2001; Raja, Lesser, & Wagner 2000),
GPGP agent coordination (Decker 1995; Decker & Li 1998;
Lesseret al. 1998), in a different COORDINATORS paper
(Wagneret al. 2004), and in the aircraft service team coor-
dination application (Wagner, Guralnik, & Phelps 2003a).

From the larger MAS system view, each COORDINA-
TOR has a single TÆMS agent to which it is linked via
wireless 802.11b network, as shown in Figure 6. In the fu-
ture, we envision the TÆMS agents themselves running on
portable computing devices but the processing requirements
of a TÆMS agent are too great for current PDAs and wear-
able computers (shrinking the TÆMS agent requirements
has not be explored to conserve resources). The current CO-
ORDINATOR system architecture has each wireless PDA
connecting to a TÆMS agent back-end – the PDA agent is
essentially an interface stub that communicates as needed
with the TÆMS agents. Each TÆMS agent in turn may
communicate with other TÆMS agents to coordinate the ac-
tivities of different teams (exchange local information, ne-
gotiate over task interactions, determine who should be do-
ing what, and when). When the system is running in sim-
ulation mode (as it is generally as we have few buildings
to actually burn for experimental purposes), agent commu-

Figure 5:A Single TÆMS Agent / the Core of a COORDINATOR
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Figure 6: Overview of the MAS Architecture of a Network of
COORDINATORs

nication is routed through the MASS (Vincent, Horling, &
Lesser 2001) simulation environment (as shown in the fig-
ure). Each TÆMS agent also communicates with the Hon-
eywell Lab’s building EBI server. The EBI server is a com-
mercial proprietary technology for controlling building sys-
tems and for tracking assets within a facility. For instance,
managers within the building wear asset location tags so that
they can be located as needed. In the COORDINATORs
system, first responders are tagged so they can be tracked
through the facility and so the teams can see visually where
other teams are located and track each other’s movements
using the PDAs and digitized maps. The incident comman-
der COORDINATOR (another TÆMS agent supports it) can
also track team movements using the asset location tech-
nology. The addition of situational icons, e.g., locations
of known fires, is planned for future implementation. Ob-
viously, the information gathered from the tracking system
could also be fed into other automated reasoning modules in
a more comprehensive COORDINATOR, e.g., one that pro-
vides path planning or intelligent evacuation support using
the information. These ideas have not been explored in any
meaningful way to date. An asset location tag is shown in
Figure 7. The tag uniquely identifies a person or an asset
by sending a signal to receiver units which are distributed
throughout the building. Location of the party in question is
determined by proximity to a given receiver. In many mod-
ern office buildings / facilities, such tagging is commonplace
and becoming more so. Note that there are many other loca-
tion technologies that might be used in systems like COOR-
DINATORs, including GPS and cellular-based triangulation
(both of which generally perform poorly indoors).

COORDINATORs are implemented in a combination of
Java and C++. The reasoning components, e.g., the DTC
agent scheduling module, rely on the Java Agent Frame-
work (JAF) and the MASS simulation environment (Vin-
cent, Horling, & Lesser 2001) to provide inter-component
glue/messaging/execution and inter-agent message trans-
port. The JAF infrastructure includes a Java representation
of TÆMS. DTC, the major C++ component, uses its own
internal TÆMS representation. As discussed, the TÆMS
agents themselves run on linux-based workstations while the

Figure 7:Locater Tag Tracks Humans/Assets & Their Locations

Figure 9: Java Enables Displaying Both “Mobile” Device Side
Interfaces and Centralized Command on a Single Workstation

PDA interactions are managed by Java-based “agent-lets”
or stubs. The advantage of this design and these platform
choices is that we do not need the PDAs to run the rest of
the system – the PDA-side Java applications can simply be
run under linux and connected to using a physical network,
as shown in Figure 9. This facilitates testing, experimenta-
tion, and debugging.

The user interfaces developed for COORDINA-
TORs attempt to strike a good balance between re-
search/development cost and functionality. Recall that we
regard these devices as demonstration vehicles – for actual
deployment a different device is needed and user interaction
will most likely not be based on stylus manipulation. Fig-
ure 8 shows the steps necessary to create a rescue mission.
The data entered via pull- down menu and check box
selection serves to fill-in the details of an existing mission
template. We are experimenting with speech recognition,
heads-up displays, and wearable computers as a way to
facilitate more natural environment-embedded interaction.

Coordination and First Response Exercises
While a detailed example of first responder coordination in
COORDINATORs is beyond the scope of this paper (one
can be found in (Wagneret al. 2004)), the critical conceptual
point is that coordination requires reasoning about tasks and
interactions. That is, understanding how one team’s tasks
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Figure 8:Creating a Rescue Mission By Instantiating a Mission Template

interact with those of other teams. These interactions re-
quire cohesive choice (everyone selecting the “right” way to
perform tasks) and temporal sequencing (everyone must do
their actions at the “right times”). From a high-level, coor-
dination is about decidingwho should be doing what, and
when, so as to get the best overall result for thecurrentcir-
cumstances. The idea behind COORDINATORs is that they
continuously evaluate change in the situation or in the mis-
sion and decide how the teams should adapt and respond.
COORDINATORs are a technology intended foronlineuse
which means they must respond in “soft” real-time and can-
not rely on algorithms requiring exponential search. A small
example of a coordination episode is shown in Figure 10. At
this point in time (in a larger scenario),Team2’s COOR-
DINATOR has negotiated withTeam3’s COORDINATOR
for Team2 to supportTeam3’s evacuation efforts by pro-
viding secondary lighting for a darkened stairwell. Later
in the same scenario, due to new deadlines imposed by the
potential for explosions elsewhere in the facility, the CO-
ORDINATORs must renegotiate and consider alternatives –
Team2 winds up supportingTeam3 by providing a net for
window evacuation instead of lighting for stairwell evacua-
tion.

In terms of evaluation, arguably the most important over-
all evaluation question for COORDINATORs is whether
they improve the performance of first responders. In a per-
fect world with unlimited resources, one might design a set
of experiments in which first responders engage in a series
of first response episodes both with and without COORDI-

Figure 10:A Single Slice of Larger Coordination Episode: Tasks
and Schedules ReflectTeam2’s Support ofTeam3

NATORs providing support. In each case, one would like to
measure specific metrics like number of lives saved, num-
ber of assets saved, time required to perform the mission
tasks, number of responders necessary to address the situa-
tion, amount of risk incurred by the responders and the civil-
ians, etc. In this perfect world, one would have buildings to
burn and the ability to recreate, verbatim, scenarios so that
the measurement and comparison could be one-to-one.

Not living in a perfect world, we elected to use a some-
what more economic approach. To evaluate COORDINA-
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Figure 11:Domain Work is Carried Out With Props

TORs from an application view, rather than simply evaluat-
ing the performance of the underlying technology (e.g., time
required for coordination), we staged first response exercises
and had human performers take the role of first responders.
Note that the lessons learned from this process are anecdotal
but are also more meaningful as an early viability test of the
concept.

In the exercises there are four teams and an incident com-
mander (IC). The scenario is set in a petrochemical plant
though the plant is mapped back onto the Honeywell Lab’s
building. During the exercise, responders must move around
the building, perform situation assessment tasks, respondto
the situations they discover, and coordinate to rescue civil-
ians. The scenario is setup in such a way that teams must
coordinate in order to rescue the civilians. Failure to do so
results in (simulated) loss of life – a metric that can be tabu-
lated.

To assess the benefits of having COORDINATORs, we
first deploy the teams on the first response exercise using
walkie-talkies for communication (they are also equipped
with stop-watches and building maps to make the simula-
tion more complete). After the walkie-talkie exercise, dur-
ing which loss of (prop) life is recorded, the teams are ro-
tated and the scenario run again, this time with COORDI-
NATORs providing automated support.

In doing this exercise, we rapidly discovered the degree
to which humans are overwhelmed when faced with lots of
temporal and task related data that is in a state of constant
change. The initial plan was to host VIPs and to have a VIP
take the role of incident commander – the individual who
generally handles coordination in the walkie-talkie exercise.
Not only was the IC task too difficult for the VIPs, it was
too difficult for most of the research team members. In prac-
tice, only someone who had memorized the flow of events in
the exercise could help the teams to rescue all the civilians.
We resorted to this model in order to get human performers
through the walkie-talkie exercise at all.

Thus VIPs and visitors (with varying degrees of domain
expertise) generally took the role of first response teams. At
the start of the scenario, the teams are deployed by the IC
and given situation assessment tasks. In enacting the sce-
nario, at this point teams move throughout the building and

go to assigned zones (generally conference rooms). To sim-
ulate the situation assessment task, we created a series of
props representing the situation. For instance, a first re-
sponse team might find fire props, debris props, and a civil-
ian prop pinned by a girder prop. This would indicate that
a civilian was trapped and that the fire needed to be put out
and the debris cleared before the girder could be cut away.
Cutting the girder also requires some other team (generally)
to fetch a power saw from the simulated truck. In the exer-
cise, props are reinforced by staging data sheets that describe
the situation textually and explicitly cull out resource needs
and potential temporal issues (e.g., “you must evacuate these
civilians before the adjacent wall collapses at time T=40”).

Because fielded first responders must coordinate while
carrying out domain tasks, we also require our first response
stand-ins to carry out simulated domain tasks. In general,
this translates into putting props into one another and mov-
ing them physically throughout the building. Figure 11 illus-
trates the process of putting out a small fire. To extinguish
the fire, it goes into afire extinguishment boxand the box
must then be carried to a staging area on a specific floor of
the building. Similarly, evacuation of an injured civilianre-
quires that the civilian prop be put into the gurney prop box,
a box that must be fetched from the staging area, and then
the gurney box must be put into a stairwell box (if that is the
exit route chosen) and the stairwell box carried to the staging
area.

Dynamics are introduced into the environment using sec-
ondary envelopes on which is printed a time at which they
are to be opened. Thus teams may coordinate, decide on a
course of action, then open an envelope and discover that
the situation has changed (e.g., a ceiling fell-in) and then
they must recoordinate to adapt to the new situation.

As one might guess from the description, human perform-
ers generally fared poorly during this exercise. Only with an
expert IC who knew the complete scenarioa priori and had
figured out exactly who should be supporting whom, and
when, could get both the teams and the cardboard civilians
out of the facility in time. What is more interesting is that
the stress incurred by the human performers during the exer-
cise was pronounced and observable even to the non-expert.
Trying to battle one’s props while processing all the cross
chatter on the walkie-talkie and interact with the IC proved
to be a difficult task even without the heat, smoke, sound,
and inherent danger of a crisis situation. Few performers
were able to coordinate properly. Few were able to evaluate
their mission structures properly. Not once did a guest team
make it through the scenario with the optimal course of ac-
tion chosen. Notable among our VIPs was a Honeywell VP
who processed the temporal data without hand drawn Gantt
charts and who carried the props with great vigor while bark-
ing commands into his walkie-talkie. (Confidence in man-
agement rose a fraction during this episode.)

In contrast to the walkie-talkie scenario, the run with CO-
ORDINATORs handling the activity coordination is almost
boring – despite the scenario being run at a faster clock rate.
In the COORDINATOR scenario, the teams perform situa-
tion assessment and describe their situation to the COOR-
DINATORs. The COORDINATORs then handle all of the
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Figure 12:After the Exercise, First Response Stand-ins are De-
briefed by Being Shown the Optimal Course of Action and the
Choices They Made

exchange of local information, the analysis, and the forma-
tion of commitments. Teams are then informed of what they
should be doing, when, who will be supporting them, and so
forth.

After both exercises, the VIPs are then debriefed and
shown a simplified Gantt chart, Figure 12, of the major co-
ordination points and support needs of the different teams.
While the evidence gathered during these exercises is anec-
dotal, the reaction of our visitors, some with first response
and military domain expertise, has served to reinforce our
belief that this line of work is valuable. In practice, the “fog
of war” caused by flames, screaming, smoke, etc., makes a
set of tasks that humans have difficulty with under normal
circumstances nearly impossible. Information exchange and
coordination analysis should be off-loaded from the humans
to automated assistants that are better equipped to reason
precisely and respond in a (near) optimal and timely fash-
ion.

Unaddressed Research Issues, Limitations,
and Future Work

In this paper, we have presented COORDINATORs, dis-
cussed the motivation behind them, and identified a few
important business development concepts. We have also
described the underlying TÆMS agent technology and de-
scribed the anecdotal experimentation with COORDINA-
TORs.

COORDINATORs relate to several areas of prior art. The
electronic elves (Chalupskyet al. 2002) project underscored
the value of using a portable computing device as a front
end for a more complex, agent-based, support system. The
use of GPS tracking in e-elves also affirmed our interest in
leveraging Honeywell asset tracking technologies in COOR-
DINATORs. Our work differs from e-elves in that the rea-
soning and information exchange is all distributed – in the-

ory no agent has a complete view of the activities of the
other agents. COORDINATORs also differs in the type of
task/temporal analysis required to coordinate complex mis-
sion structures. In a sense, COORDINATORs are more nar-
rowly scoped than e-elves but require deeper analysis tech-
nology. The use of agents and portable computing devices
to disseminate information to, and collect information from,
aircraft repair teams (Shehoryet al. 1999) also contributed
intellectually to COORDINATORs. Interfacing with the
building systems and displaying digital maps, along with
team location, information is a concept that relates naturally
with this prior work. Another area is the work done in using
TÆMS agents to support aspects of distributed collaborative
design processes (Decker & Lesser 1995). Though there are
differences, e.g., grainsize and response time requirements,
the underlying technical problems are probably members of
the same class or related classes.

While this paper has described the COORDINATORs
project, we have not dealt overmuch with research issues
(more technical details appear in (Wagneret al. 2004)).
Hard problems are abundant in COORDINATORs. At the
most basic level, distributed activity coordination from par-
tial views in a (soft) real-time setting is an extremely dif-
ficult problem – particularly given the degree of complex-
ity needed to represent mission tasks and their interactions.
This the reason for the “nearly optimal” terminology in this
paper. Most techniques that we have developed to date are
approximate, e.g., the keys coordination mechanism (Wag-
ner, Guralnik, & Phelps 2003a). Another hard issue is
how to provide a centralized command-and-control interface
to a network of COORDINATORs that are inherently dis-
tributed. Through our interaction with domain experts it be-
came clear that we needed to support and leverage the inci-
dent commander, not replace him/her. A related issue is how
to support mixed modes of decision making – COORDINA-
TORs need to be able to (learn to) make decisions for their
teams in some circumstances and in others need to consult
their team members (or the IC) directly. This might involve
advanced situation assessment or reasoning about what the
team is currently doing, the importance of the decision at
hand, the existence of other options, the response time re-
quired for the decision, and so forth. Another issue hereto
unaddressed is the classic question of “where do the models
come from?” Our assumption is that we can create a library
of templates and then instantiate them at run time – possibly
asking the IC or the responders to adapt the missions to the
current situation. This is time consuming and will require
the right interfaces, right mission editing tools, etc., inorder
to make it feasible (our current tools could be improved).
Even if these issues can be resolved, they are still predicated
on the assumption that missions can be generalized and they
repeat (the hypothesis that this is the case is based on the
current day existence ofresponse plansand standardized
procedures). Another area of future work involves organi-
zational structures – reasoning about decision making pro-
cedures and following proper organizational structure, and
decision making protocols, for both COORDINATORs and
humans.

In the future, we plan to explore some of the underlying
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technical issues in COORDINATORs in greater depth. For
instance, the coordination algorithm used here has not been
evaluated in the small and it is known to have some unad-
dressed issues, e.g., considering load balancing when task-
ing. The next steps for this work will also be partially in-
fluenced by DARPA interests and Honeywell interests. This
work was partly funded by DARPA’s IPTO office as an ex-
ploratory project in coordination. Their interest is in creating
greatly enhancedcognitiveCOORDINATORs that not only
solve all the core problems well, but that learn and adapt
over time, reason about organizational structure and mili-
tary decision making when coordinating, and are scalable by
learning to control their own problem solving (learning with
whom to coordinate, learning which coordination decisions
are important, etc.). From the cognitive COORDINATOR
perspective, the COORDINATORs discussed here should be
viewed as an early prototype of things to come and what is
possible in this problem space.
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