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Abstract

We describe a case study in data mining for personal
loan evaluation, performed at the ABN AMRO bank
in the Netherlands. Historical data of clients and
their pay-back behaviour are used to learn to predict
whether a client will default or not. It is shown that,
due to the pre-selection by a credit scoring system,
the data base is a sample from a different population
than the bank is actually interested in; this necessarily
restricts inference as well. Furthermore we point out
the importance of integrity and consistency checking
when the data are entered into the system: noise is a
serious problem.
The actual experimental comparison involves a "clas-
sical" statistical method, linear discriminant analy-
sis, and the classification tree algorithm C4.5. Both
methods use one and the same training set, drawn
from the historical database, to learn a classification
function. The percentages of correct classifications on
an independent test set are 71.4% and 73.6% respec-
tively. McNemar’s test shows that the null hypothesis
of equal performance has a p-value of 0.1417.
The classification tree constructed by C4.5 uses 10
out of 38 attributes to distinguish between defaulters
and non-defaulters, and is consistent with the avail-
able theory on credit scoring. The linear discriminant
function uses 17 variables to make the classification.
Both from the viewpoint of predictive accuracy and
comprehensibilty, the classification tree performs bet-
ter in this study.
To make furhter progress, the level of noise in the data
has to be reduced, and data has to be collected on
loans that are rejected by the credit scoring system.

Introduction
Banks and other financial institutions are among the
most information intensive organizations in the busi-
ness community. They possess enormous amounts of
data on customers and transactions, and if properly
analysed these data bases may yield valuable knowl-
edge for future decision making.

In this paper we describe a case study that was per-
formed at the hBN AMRO bank in the Netherlands.
This case study involves the application of data min-
ing to the evaluation of personal loans. Data mining is

performed with the well-known classification tree algo-
rithm C4.5. In order to assess predictive performance
and ease of interpretation, we compare the results of
the classification tree to those obtained with linear dis-
criminant analysis. We selected linear discriminant
analysis, because it is a popular statistical classifica-
tion technique that is often applied to credit scoring
problems.

First we describe the basics of personal loan eval-
uation, as well as the credit-scoring system that ABN
AMRO currently uses for this purpose. Then we spec-
ify the scope of this study, and note the problem of
selection in data bases. Subsequently, we describe the
data base that is used in this study, and give a short
description of linear discriminant analysis and classifi-
cation trees. After that, we discuss the experimantal
results of both methods on the credit data. Finally we
draw a number of conclusions from this case study, and
indicate a number of possibilities for future research.

The current credit scoring system
Personal loans are supplied by credit institutions to
private persons, the credit takers. The credit institu-
tion supplies a certain amount of money to the credit
taker, who is then obliged to pay a monthly installment
during a period of time.

The credit institution will not give money to every-
body who asks for it. An assessment has to be made of
whether the loan will be payed back properly. The fi-
nancial data of the client are used to evaluate whether
his financial position is adequate to get a loan, and if
so, what the maximum amount of the loan may be.

Subsequently, ABN AMRO uses a quantitative credit
evaluation system, also called a credit scoring system.
A credit scoring system awards points to particular
relevant attributes of the credit taker. The scores on
the relavant attributes are added, and the total score
is used as an indication of how likely the credit taker
will pay back the loan properly. Table 1 shows which
attributes determine the score of an individual.

If the score is below a certain bound, the credit is not
granted; otherwise the credit is granted. If a credit has
been granted, data concerning the number of arrears
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Attribute Value
Age- < 22

22-24
> 45 q-

Telephone not reported
Owns house? yes q-
Employment self-employed/part-time -

unemployed/not reported -
Length of employment more than 15 years -t-
Mode of payment not automatic collection -
Client of ABN AMRO? no

Number of BKR-lines 4 or more
Number of current 1

personal loans 2 or more
Number of current 1 or more

own contracts
Number of arrears (BKR) 1 or more
Number of current arrears 1 or more
Number of coded arrears 1

2 or more

Table 1: Attributes and their influence on the credit
score

and duns of a client are recorded in the data base. A
client is marked as a defaulter if there has been an ar-
rear of 60 days or more. This criterion is used because
the bank is legally obliged to report such arrears to the
Dutch Credit Registration Bureau (BKR).

Data base analysis shows that the percentage of de-
faulters decreases as the credit score increases.

Databases and selection

We’re interested in the population of people who apply
for a loan at ABN AMRO bank. We would like to know
of these persons whether they will become defaulters
or not. In order to obtain reliable information on this
issue, one could draw a random sample from the pop-
ulation, where every element has a non-zero chance
of being in the sample. The data base of ABN AMRO
clearly does not fnllfil these requirements. There has
been a systematic selection: the data base only con-
tains data on persons to whom a loan has been given.

People whose credit-score was not high enough had
a zero chance of entering the sample. We have no way
of knowing whether these people would have become
defaulters or not. It is easy to see how the system-
atic selection may lead to unwarranted conclusions.
Suppose that having the value "no" for binary at-
tribute A has such a negative impact on the credit-
score that it can not be compensated by favourable
values for other attributes. In that case all accepted
loans have the value "yes" for attribute A. This means
that there is no association between A and whether or
not someone defaults in the database. However, in
the population of applicants there probably is a very
strong association. Correlations can be influenced in
more subtle ways by selection, see e.g. (Fleiss 1973;

Cooper 1995).
This problem is of course not specific to the appli-

cation we are discussing here. In general, the data
present in data bases were not collected in order to
answer the question we may have in mind. This may,
among other things, mean that they come from a differ-
ent population than the one we are actually interested
in.

The current study is consequently restricted to
learning to tell the difference between defaulters and
non-defaulters, within the population of people who
would be accepted on the basis of their credit-score.

The data base used

Apart from the personal and financial data that are
supplied by the applicant, data about the credit history
of the applicant are obtained from the Dutch Credit
Registration Bureau (BKR), and recorded in the data
base. Table 1 shows that this last group of data is
rather important to the decision whether or not to
grant the credit.

The quality of data in the data base is evidently of
crucial importance to the ability to detect useful pat-
terns. The data on which this study is based, were en-
tered at ABN AMRO offices On several locations in the
Netherlands. In the absence of clear guidelines, this
geographical spread may contribute to inconsistencies
and differences in interpretation. Study of the program
used to enter the data revealed that rather simple con-
sistency checks on the data entered into the data base
are missing. As a consequence, some attributes have
a rather large amount of unknown, or evidently incor-
rect values. To give one example, the attribute norm
amount {or cost of//ving is defined in such a way, that
it minimally amounts to f950, -. In 40% of the cases,
however, a lower amount has been entered, and in 10%
of the cases the value zero has been entered. It is very
difficult to establish afterwards how these figures shoud
be interpreted, for example does zero mean unknown,
does it mean the same thing at every ABN AMRO office?
We were not able to get unambiguous answers to these
questions.

The data base at our disposal consisted of 52,569
records (loans), of which 1039 (=t:2%) were defaulters.
We added three attributes to the data base, because
we suspected - on the basis of theoretical considera-
tions - that they would have considerable explanatory
power. The attributes added can of course all be de-
rived from those originally present in the data base.
The attribute Bufferspace was added to indicate the
excess of monthly income of the applicant over his
expenses and monthly installment. Because this at-
tribute is derived from a total of 10 other attributes,
often one of these 10 did not have a value. Furthermore
norm amount for cost of/iving is part of the definition
of Bufferspace, and we already discussed the problems
with the former attribute. As a less noisy alternative,
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we added
Monthly installment
Net monthly income

which indicates the proportion of monthly income that
has to be spent by the credit taker on paying the in-
stallment. Finally, we also added an attribute to indi-
cate whether

1. The applicant at some time in the past received a
loan.

2. All loans received in the past had been payed back
correctly.

If both conditions are fullfilled, the attribute has value
one, otherwise zero. This last attribute could be dis-
covered by a classification tree algorithm, so it only
attemps to "shortcut" the learning process. We also re-
moved six attributes from the data base, because they
are not known when the loan is applied for; they record
information on the execution of the loan, such as the
number of duns a credit taker has received. All in all,
each credit taker is described by 38 attributes.

Classification methods
In this section two methods for learning classification
functions are described very briefly. One method, lin-
ear discriminant analysis, represents the "classical"
statistical approach to classification. The second, clas-
sification trees, represents a group of flexible classi-
fication methods, that is typical for the data mining
approach.

Linear Discriminant Analysis

Linear Discriminant Analysis is probably the most
popular "classical" statistical method of classification.
It is most easily viewed as a special case of the well-
known Bayes’ criterion. This criterion states that, as-
suming one wants to minimize the number of misclas-
siflcations, to assign an object to group Cj if

P(Cj) P(x I cj) P(c~) P(x I c~)   vi # 
where P(Cj) is the relative frequency of Ci in the pop-
ulation, and P(x [ Cj) is the conditional probability 
observing attribute vector x, given that an object be-
longs to group Cj.

Although this rule is optimal, its straightforward ap-
plication requires the estimation of many conditional
probabilities. In order to reduce this problem, statis-
ticians have introduced additional assumptions. If it
is assumed that x follows a multivariate normal dis-
tribution in all groups, and all groups have identical
covariance-matrices, then the above rule can be re-
placed by assigning to group Cj if

fj(x) + ln(P(Cj)) > fi(x) ln (P(Ci)) Vi # j

where

/i(x) ~[~-lx 1 t, .-1- ~/~iz~ #i

where ~2 denotes the covariance-matrix common to the
multivariate normal distribution of x in all groups.
Note that fi(x) is a linear function.

If it is additionally assumed that objects are to be
classified into one of two groups, the optimal rule is to
classifiy into group 1 if

z(x) > ln(P(C2)) - ln(i~(Cx))

and to group 2 otherwise, where z(x) = ]l(x) - fz(x).
This is the form in which most discriminant functions
are presented in the literature.

In practice the population parameters #i and E are
unknown and have to be estimated from the sam-
ple. The discriminant function is estimated using the
sample estimates ~t and the pooled covariance matrix
Sp°°led. This is often called the "plug-in" estimate of
the discriminant function.

Classification Trees

We already noted that linear discriminant analysis is
based on a number of assumptions that may not always
be realistic, for example when attributes are measured
on a nominal or discrete ordinal scale. In the credit
evaluation domain many such attributes exist. The
attribute Has Telephone?, for example, has value zero
when no private telephone number has been given by
the applicant, and value one otherwise. The distribu-
tion is very skewed: about 80% of the cases belongs
to the latter group. A normal distribution clearly does
not yield a good approximation in this case.

A number of alternative methods have been devel-
oped, stimulated by increased computer power, which
make no such a priori assumptions. Examples of such
non-parametric methods are classification trees, neural
networks and k-nearest neighbour.

The basic idea of classification trees is as follows. A
tree is fitted to the training sample by "recursive parti-
tioning", which means that the training sample is suc-
cesively split into increasingly homogeneous subsets,
until the leaf nodes contain only cases from a single
class, or some other reasonable stopping criterion ap-
plies. Well-known examples of classification tree algo-
rithms are CART (Breiman et al. 1984), ID3 (Quinlan
1983), and its successor C4.5 (Quinlan 1993). Clas-
sification trees approximate the optimal Bayes classi-
fier by making a partition of the sample space, and
estimating the posterior probabilities (and hence the
Bayes rule) within each cell of the partition by the rel-
ative frequencies of the classes of the training cases
which fall within that cell (Pdpley lgg4).

A crucial decision in building a classification tree,
is selecting the variable on which to make the next
split. Since one strives towards homogeneous subsets,
most algorithms employ some measure to indicate the
"impurity" of a set of cases, i.e. the extent to which
a node contains training cases from multiple classes.
Such a measure should take its largest value when all
classes are equally represented, and its smallest value
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when the node contains members of a single class. For
example, CART employs the so-called Gini-index

i(t) = E P(J l t)P(k It)
j#k

where i(t) denotes the impurity at node t, and P(j ] t)
denotes the proportion of cases from class j at node t.
On the other hand, ID3 uses the entropy of a node for
the same purpose

Tt

i(t) = - E P(J [ t) x log2(P(j I 
j=l

where n is the number of classes at node t. The "opti-
mal" split is the one for which

m

~ P(tk)i(tk)
k=l

is minimal, where m is the number of subsets resulting
from the split, and P(tk) is the proportion of cases in
subset tk. C4.5 has a slightly adjusted splitting cri-
terion, called the gain ratio. The gain ratio has been
introduced by Qnlnlan, to correct for the bias of the
above criteria in favor of splits with many outcomes.
For a description of the gain ratio criterion, we refer to
(Quinlan 1993).

Another critical issue in learning classification trees
and other flexible classification methods, is the preven-
tion of overfitting on the training sample. To this end,
one usually adopts a pruning strategy, whereby the
tree is first grown to its full size, and then leaf nodes
are merged back or "pruned" to produce a smaller
tree. There are basically two approaches to pruning
(Qulnlan 1993), one which predicts the error rate of 
tree and its subtrees from an independent test set. Al-
though this approach will yield unbiased estimates of
the error rates, it also forces one to exclude part of the
available data from the training set. C4.5 uses a sec-
ond approach, that estimates the error rates using the
training set from which the tree was built. The basic
idea is that the error rate estimated from the training
data is somewhat increased (in a rather heuristic way)
to correct for the known optimistic bias of in-sample
error rate estimation. For a detailed description of the
pruning mechanism of C4.5, we again refer the reader
to (Quinlan 1993).

Experimental comparison
In order to perform an experimental comparison of lin-
ear discrlminant analysis and classification trees, we
extracted a training set and test set from the data base
as follows. We randomly drew 700 cases from the set
of 1039 defaulters, and put them in the training set.
The remaining 339 defaulters were put into the test set.
Subsequently we randomly drew 1000 and 450 cases re-
spectively from the set of non-defaulters and put them
in the training set and test set respectively. Thus the

Table2:
andc4.5

Ic4.5 ~c4.5 Total
Ilda 150 76 226
Ctda 58 505 563
Total 208 581 789

Incorrect and Correct classifications of lda

balance between the two classes has been somewhat re-
stored; using the relative frequencies that occur in the
population (2% defaulters) would hamper the learning
process.

Linear discriminant analysis was performed using
the statistical package SPSS 6.0 for Windows; we used
the Mahalonobis method for variable selection. Where
necessary, variables were recoded in order for LDA to
be able to deal with them optimally. The estimated
discriminant function contains 17 variables, and clas-
sifies 71.4% of the test set correctly.

As a representative of the classification tree algo-
rithms we used C4.5. The best classification result was
obtained using a high amount of pruning; each leaf of
the tree was forced to contain at least 30 cases. The
tree classifies 73.6% of the test set correctly, and uses
10 of the 38 variables to do so.

To determine the p-value of the difference observed
between the two classifiers, we should take into account
the correlation between their predictions. Therefore, a
test that is often used in paired-sample designs, namely
McNemar’s test, is appropriate in this situation. In
(Feelders & Verkooijen 1995) an experimental design
involving the comparison of more that two methods
is discussed. Table 2 summarizes the result of using
the linear discriminant function (LDA) and C4.5 
the training set to classify the observations in the test
set. The cells (Clda, Ce4.5) and (Itda, Ie4.5) respectively
contain the number of cases classified correctly and in-
correctly by both the linear discriminant function and
C4.5. Since we want to test

1=Io : MPEIda = NIPEe4.5

against
Ha : MPEtda ¢ MPEe4.5,

only the cells (Itda, Cc4.5) and (Clda, I4.5) of this table
are of interest. Here MPE is defined as the proportion
of misclassificatious a classifier makes on the popula-
tion of interest. When an observation failing in the
(Itda, Ce4.5) cell of this table is defined as a success,
then the number of successes is binomially distributed
with n = (Itda, Ce4.5) + (Cida, Ic4.5) = 134 andp = 0.5,
under the null hypothesis. Obtaining 76 successes out
of 134, has a p-value of 0.1417 under the null hypoth-
esis, according to an exact binomial test. We deli-
birately report the p-value and let the reader decide
whether the difference found should be considered sig-
nificant. We think the use of conventional significance
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1,2

Owns house?

yes

>2

Type of Credit

<-2

1975

21,22

<- 2138

<-4

>0

Figure 1:C4.5 classification tree (D = Defaulter)

levels is not appropriate in this situation, because it is
not clear if making a Type I error is the most serious
mistake.

The reason LDA is not doing that bad, despite the
violation of normality assumptions, migth be that LDA
as a classification rule does not always suffer from these
violations. This is the case if the interaction structure
of the attributes within the different classes is approx-
imately equal (McLachlan 1992). Further study would
have to show whether this is actually the case in our
loan evaluation data base. Estimation of coefficients
and posterior probabilities do become unreliable when
normality assumptions are violated, whatever the in-
teraction structure in the different classes (McLachlan
1992).

Figure 1 shows the tree that was generated using
C4.5. It starts with a split on the type of credit. The
types of credit (23,24,25,81,82) that immediately lead
to the class Non-Defaulter, are all types of mortgage
credit, where the collateral present gives a strong guar-
antee of payment. The attribute "employed since" (the
number of years the credit taker works for his current
employer) is used on three occasions in the tree. In
all three cases, the split is consistent with the "the-
ory" that the longer a person works for his current
employer, the more likely he will pay back the loan

correctly. All other splits that occur in the tree are
consistent with earlier empirical findings, as well as
the "theoretical conjectures" that can be found in the
literature on credit scoring.

This tree should definitely not be used to classify
people who apply for a loan at ABN AMRO. The at-
tribute Number of coded arrears is not present in the
tree, because applicants with coded arrears are "fil-
tered out" by the credit scoring system. When some-
one has a coded arrear, it is virtually impossible to
obtain a loan. Therefore the attribute does not have
any discriminatory value in our database of accepted
loans. In fact, the tree in figure 1 should only be used
to classify applicants that have been accepted by the
credit scoring system. It is clear that using the tree in
addition to the credit scoring system always leads to a
more restrictive policy, and thus less volume.

Conclusions and future research

Against our expextations, the predictive performance
of linear discriminant analysis is not much worse than
the performance of the classification tree algorithm
C4.5, on the problem studied. From a data mining
viewpoint we still prefer the classification tree, be-
cause it is more insightful, and also easier to adapt.
The best classification tree uses only 10 out of 38 at-
tributes to classify credit-takers into defaulters and
non-defaulters; linear discriminant analysis uses 17
variables.

The best classification result on the test set, 73.6
%, appears to be rather low compared to other re-
sults reported in the literature. In these studies, how-
ever, one usually tries to predict the decision of an ex-
pert, namely accept or reject the loan. Because of the
pre-selection of the credit scoring system, predicition
becomes much harder. The defaulters that are "easy
to recognize" have already been rejected by the credit
scoring system.

Still, we think there are possibilities to increase the
number of correct classifications. Firstly, the quality of
the data can be improved by integrity and consistency
checks when the data are entered into the data base.
Secondly, one could consider to change the defaulter
criterion. The current criterion, an arrear of 60 days
or more, is determined by the legal obligation to report
such arrears. As such, it is rather arbitrary, and from
a financial viewpoint it is not the most appropriate
criterion.

We already indicated that this research, due to the
nature of the data available, has only a limited scope.
We don’t know whether a loan that was rejected by the
credit scoring system would have been a good or bad
loan. There are two ways in which this problem can be
approached. Firstly, one can try to gather information
about people that have been rejected, and try to make
an "informed guess" whether they would have become
defaulters on the basis of this information. For exam-
ple, if the person rejected did get a loan at another
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financial institution and became a defaulter, then this
information will be available at the Credit Registration
Bureau. In that case we may classify the client as a
defaulter. We think it’s not advisable to take this ap-
proach; the Credit Registration Bureau is not allowed
to provide such information in large amounts, and the
information you might obtain on rejected loans is in-
complete.

Secondly, one could randomly accept a certain per-
centage of the loans that are rejected by the credit scor-
ing system. The chance that a "rejected" loan enters
our data base is then known, and statisitical inference
becomes possible again. This approach is undoubtedly
more expensive, but yields far more reliable informa-
tion.

Both approaches may be on the border of the defi-
nition of data mining. One purposefully gathers data
to answer a specific question. In as far as data min-
ing is restricted to analysing data that are generated
as a product of the "normal" course of business, these
approaches would be outside that scope.
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