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Abstract 

This paper describes the application of a hybrid 
neural/expert system network to the task of find- 
ing significant events in a market research data 
base. Neural networks trained by backward error 
propagation are used to classify trends in the time 
series data. A rule system then uses these clas- 
sifications, knowledge of market research analy- 
sis techniques and external events which influ- 
ence the time series, to infer the significance of 
the data. The system achieved 86% recall and 
100% precision on a test set of 6 months of sur- 
vey data. This was significantly better than could 
be achieved by a system using linear regression 
together with a rule system. Both systems were 
able to perform analysis of the test data in under 
5 minutes. The manual analysis of the same data 
took a human expert over four working days. 

Introduction 
Data mining has been described as the process of 
finding ‘nuggets’ of information or knowledge in large 
data bases. Many traditional machine learning ap- 
proaches are being re-examined for their effective- 
ness in finding nuggets(Fayyad & Uthurusamy 1995; 
Piatetsky-Shapiro & Frawley 1991). There is currently 
no ‘universal data base mining engine’ and it is unlikely 
that one will be developed in the foreseeable future. 
However, what does appear to be within reach is a set 
of guidelines about what kinds of techniques are good 
for what kinds of data bases. In this paper we present 
an approach that we believe will be very useful for data 
bases of time series data. 

A Hybrid Neural/Expert Architecture 
It has been well recognized that artificial neural net- 
works and expert systems are complementary in that 
where one approach is weak the other is strong(Be- 
craft, Lee, & Newell 1991; Ciesielski & Ho 1993). 
There has been considerable work in devising archi- 
tectures which realize the benefits of both approaches. 
One architecture which has had considerable success 
(Becraft, Lee, & Newell 1991; Ciesielski & Ho 1993; 
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Scheinmakers & Tourtetzky 1990) involves using net- 
work(s) as sub-components of expert systems as sug- 
gested by figure 1. Here the feed-forward component 
of a previously trained network is used to determine 
values of some of the variables used by the expert sys- 
tem. The network is trained off-line using appropriate 
examples and the expert system is constructed by an 
appropriate knowledge engineering process. 

This architecture is well suited to problems which 
have a pattern recognition or classification component 
and a reasoning component. 

INPUTS 

IF vaLble1 value1 

AND variable2 = value2 
THEN variable3 = value3 

Figure 1: A Hybrid Neural/Expert Architecture 

Goal 

The goal of this work was to determine whether a 
search engine, based on the architecture described 
above, could be effectively used for finding significant 
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Figure 2: Graphical representation of survey data 
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patterns in market survey time series data. 

Analysis of Market Survey Data 
In our domain of market survey data the ‘golden 
nuggets’ to be found pertain to whether or not an ad- 
vertising campaign is effective. Survey data analysts 
spend long hours analysing graphs of survey data look- 
ing for situations where an advertising campaign is not 
being effective. An analyst may need to look at several 
hundred graphs a day. Naturally the advertisers want 
to know about problems as soon as possible so that ap- 
propriate action can be taken. A sampie of the data on 
which decisions are based is shown in figure 2. Much 
of this data comes from surveys carried out at shop- 
ping centres where the above data is collected about 
a product and its main competitors. The variables in 
the figure are (Sutherland 1993): 
Executional cut through (ECUT) How well the 

advertisement for a product is being recalled 
amongst the advertising about other products. 

Branded cut through (BCUT) How well the ad- 
vertising for the brand is being recalled. 

Attitudinal share (ATT) What brand people are 
likely to buy next. 

Short term share (STS) The last brand bought for 
this type of product. 

Penetration (PEN) Has the person ever bought the 
product. 

Brand Spontaneity (BSPONT) Recall, not recog- 
nition, of the brand name. 

Share of voice (SOVT) The percentage share of 
this product’s television advertising in relation to 
it. mmnc&tnFr L.JU Y”“‘yuv’v”‘u. 

Client Advertising (TARPS) The amount of tele- 
vision advertising for a product. 

Ad executions (ADEX) The number of advertise- 
ments sent to air for the product in one week. 

Net message take out (NETMESS) 
The percentage of people who derived the intended 
message from the advertising. 
The graph in figure 2 ends at 26-Jun-95. On 27-Jun- 

95 this data would be examined to determine whether 
there is a problem. The analyst needs to determine the 
trends in selected variables prior to 26-Jun-95, consider 
their inter-relationships and draw a conclusion about 
the effectiveness of the advertising. Typically the same 
data will be available for dozens of products causing a 
‘data flood’ problem. Our implementation focuses on 
finding, as soon as possible, the situations where an 
advertising campaign is not working. One such result 
is shown in figure 3. Note that a key aspect of the deci- 
sion making is the classification of time series segments 
into the categories shown in table 1. 

The data in figure 2 consists of rolling averages, in 
, I- which the last n data points are averagea to get the 

value for the current week as follows: 

P' = ~n~Plxkmat-i 
i=o 

Rolling averages tend to smooth out fluctuations in 
the survey data, however, if n is too high the variations 
of interest can be obliterated. A series of preliminary 
experiments revealed that a 4 week rolling average was 
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For the four weeks lea&g zip to the 2%Mar-.l995 
the advertising is cutting through but failing to reg- 
ister the (correct) message. Strengthen the mes- 
sage in the commercial, or create a new commer- 
cial. 

Attribute Classification Conf 
Executional cut 
through SMALL-RISE 67% 
Branded cut through SMALL-RISE 89% 
Short term share FLAT 98% 
Attitudinal Share FLAT 73% 
Penetration BIG-FALL 78% 
Unprompted brand 
awareness SMALL-RISE 74% 
In store promotions SEQUENCED 
Client advertising REMAINED 
Share of voice 89% 
Net message take out 40% 
Ad executions 3 
CONCLUSION AD-MSG-BAD (67%) 

Figure 3: Results of an Analysis 

best for this application. Co-incidentally, the analysts 
believe that 4 weeks is the appropriate time period in 
which to detect an advertising problem. 

The analyst’s task is to combine together the shapes 
and relationships of the curves with other knowledge 
to determine significance. For example it would be ex- 
pected that sales of ice creams and soft drinks should 
rise in a heat wave and that a manufacturer should be 
alerted if this did not occur. It would be expected that 
the sales of a product would rise shortly after the com- 
mencement of an advertising campaign and an alert 
should be generated if this did not occur. It is possible 
for advertising for a product to actually raise the sales 
of a competitor’s product and such situations need to 
be detected as SOOT as possible, A narticulmlv tricky -- =-.- I‘e-----J 
and very important aspect of determining advertising 
effectiveness is the problem of finding ‘turning points’ 
as soon as possible. A turning point is a change of 
trend, from downwards to upwards for example, and is 
of great importance to an advertiser spending heavily 
on a television advertisement. 

For the purpose of this paper a ‘golden nugget’ or 
significant event is a situation where an advertising 
campaign is not working as expected. 

The above examples suggest that the analysis task 
has a pattern classification component (interpreting 
the graphs) and a reasoning component (using knowl- 
edge of events that affect the time series) and we be- 
lieved that a major part of it could be automated using 
a hybrid neural/expert system of the kind described 
earlier. 

Development of the Neural/Expert 
Search Engine 

We developed two neural/expert hybrid systems. Our 
first system directly used the model suggested in fig- 
ure 1. A single network was used for all variables and 
the generated classifications were used by the expert 
n,,o+nm +* ,.ln+,,xm:n, . ..L.+l.,... CL-C -..-I.:-.-I-- .I?---- --- -1. uJovGAAl uv UT~UCL~AAAI~G WI~C;BU~;L bllitb yarb~cumr 10ur weeK 
period contained a situation that should be reported. 
This system was unable to detect subtle differences be- 
tween variables = the experts were doing so we then 
developed a system with separate networks for each of 
the eight variables. The performance of this second 
system was considerably better. 

One Network For All Variables 

The neural network used was a 4-6-6 network trained 
by backward error propagation. The six otitput units 
corresponded to the categories in tabie i. -We had suc- 
cessfully used such networks previously for a similar 
task in an intensive care ventilator monitor(Hayes & 
Ciesielski 1991). 

String Symbolic Meaning 
SRISE A small rise in the trend 
BRISE A large rise 
SFALL A small fall 
BFALL A large fall 
FLAT 
TNTr4~ilTriT TTOTTnT 

No significant change 
.LIY~ulY~JJu31vrJ XT- ,I, --:fl~ I! IYO Lldssmcation possibie 

Table 1: Symbolic output from the neural network 

The ‘INCONCLUSIVE’ class was used when the an- 
alysts could not place a four week pattern into one of 
the other five classes. This situation typically arose 
when there were large fluctuations in values in con- 
secutive weeks. We introduced this class rather than 
force the experts to select one of the existing classes. 
Also, some attributes, like ‘short term share’, approach 
a thres~oid which dfm+ the simifimnre nf rhanmcm in ----__ -----1L 1___ L-o~-~-~~l~~-l -_ “‘Y”bVY AAL 
that attribute’s value. A jump of four percent in ‘short 
term share’ when its value is low may be insignificant, 
but the same jump, when the attribute’s value is close 
to fifty percent, is a very significant change. This situ- 
ation does not affect the training of the networks, but 
does need to be covered in the rule system. 

l-out-of-5 Gaussian-hill 
Big Rise 0.0 0.5 
Small Rise 1.0 1.0 
Flat 0.0 0.5 
Small Fall 0.0 0.0 
Large Fall 0.0 0.0 
Inconclusive 0.0 0.0 

Table 2: Output Encodings for ‘small-rise’ 
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The training data consisted of 699 four week inter- 
vals of survey data classified into the categories shown 
in table 1. A l-out-of-5 coding was used. This resulted 
in rather slow training and an unacceptable error rate. 
We then adopted a ‘Gaussian-hill’ approach to coding 
the outputs(Pomerleau 1991). The coding for ‘small 
rise’ is shown in table 2. In this domain ‘small rise’ is 
intermediate between ‘big rise’ and ‘flat’ and has some 
of the characteristics of both. This is reflected in the 
Gaussian-hill encoding. Both training times and accu- 
racy improved significantly (table 3). 

l-out-of-5 Gaussian-hill 
6-fold X-validation 74% 7 
Mean Squared Error 0.00043 o.“,ko 
Epochs 3500 2000 

Table 3: l-out-of-5 vs ‘Gaussian-hill’output encodings 

Separate Network for Each Variable 
As testing proceeded, it became clear that we were 
dill nnt a.rnlm.t~lv eml~i~~.tin~ the exnerts’ ~]cM&~EL- id--- -A..-: ------1--J a ---- ---r---- 
tions, with nearly 20% of test cases being incorrectly 
classified. Analysis of the errors revealed that within 
some value ranges, several attributes were seldom be- 
ing classified correctly at all. Further discussion with 
the analysts revealed that not all attributes were anal- 
ysed the same way. The same set of points could be 
interpreted differently, depending on which attribute 
they were representing. It was clear the use of a single 
neural network for all attributes would never provide 
adequate classifications and that a separate network 
for each variable was needed. Table 4 shows the train- 
ing statistics for the singie network and the average 
statistics for the eight dedicated neural networks. This 
group of networks trained at a much faster rate and 
performed on test cases, with an average error rate of 
8%. 

One Network One Network 
For All Per 

Variables Variable 
6-fold X-validation 80% 92% 
Mean Squared Error 0.00043 0.00030 
Rnnrhn -r - ---- 2000 iFi 

Table 4: Single Neural Network vs Dedicated Neural 
Networks 

The errors that still occur seem to be a direct result 
of treating the attributes independently. For some at- 
tributes, like ‘attitudinal share’ and ‘short term share’ 
it is the relationship between their trends that is the 
significant factor determining the classification of these 
attributes. If ‘short term share’ is classified as flat 
and ‘attitudinal share’ is also flat, but is moving very 
dightiy upwards and away from ‘short term share,, 

then ‘attitudinai share, shouid be cisssiiied as rising, 
even though it would normally be classified as ‘flat’ 
for such a small rise. However this judgement is very 
difficult to make on four weeks of data. Longer term 
relationships are not captured by our current networks. 
We are currently determining whether the benefits of 
capturing these relationships are justified by the devel- 
opment costs. 

The Expert System 
The expert system was developed using the spiral de- 
.-1-----e -..CL..A-I ^--. /c*: ^_I^ A.^-- o- la:,.-. ,non\ T- “al”p1lKub lll~~ll”u”l”gy\uli*Erilrallu OL n,uI;y svoi7,. 111 
this approach the system is developed from an ini- 
tial prototype by successive cycles of knowledge ac- 
quisition, coding and evaluation. We commenced the 
knowledge acquisition using the method of familiar 
tasks (Hoffman 1987). At this step the key aspects 
of survey data analysis were identified as was the 
goal of finding ineffective advertising campaigns. Sub- 
sequently we used the method of structured inter- 
views(Hoffman 1987) which involved bi-weekly meet- 
ings with the analysts. 

f CONCLUSION 1 

1 SYMBOLIC REPRESENTATIONS 1 

000000 000000 

. . . . . . 

0000 0000 

PREPROCESSING 

5?e 

Figure 4: Hybrid System Architecture 

The architecture of the developed system is shown 
in figure 4. The process of consultation involves the 
user specifying which product and survey data to ex- 
amine, and the start and end date of the examination 
period. The hybrid system retrieves the required data 
from the database and appiies the required roiiing aver- 
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age. The data is then broken into four-week intervals. 
The eight attributes from each four-week interval are 
presented to their respective neural networks for classi- 
fication. The symbolic representations from the neural 
n&works. 2nd a.nv other fmtn that me rm~~irm-l hv the I ---- ---.r v-: _--_ -.“-A. 2-e-d I_- --II----- IJ J-a” 
expert system, such as the share of voice value and the 
state of advertising for the interval, are added to the 
fact base. The rule interpreter is then invoked and a 
conclusion is inferred using backward chaining. 

Mining Experiments and Results 
Our task of finding the significant events in large 
amounts of survey data is analagous to the informa- 
tion retrieval task of finding relevant documents in a 
(usually very large) document collection in response to 
a qgery, Thus we have used yen&l and nrminrnn the I. --_- “-.“, 1__- 
standard information retrieval measures(Salton, Allan, 
& Buckley 1994), to assess system performance. For 
our purposes recall and precision are: 

recall = 
Number of significant events retrieved 

Actual number of significant events 

precision = 
Numberof significant events retrieved 

Number of events retrieved 
In general, there is a tradeoff between recall and pre- 

cision. For example, requiring a higher recall results in 
iower precision as attempts to retrieve more significant 
events also result in the retrieval of more false alarms. 

Testing the system presented us with some major 
problems. We knew from the structured interviews 
that the analysts were impressed with the system’s 
ability to find significant events. However for a formal 
evaluation we needed to compare the system’s perfor- 
mance with the experts on a significantly large data 
base. Simply taking chunks of several months of data 
for a number of products was not really adequate since 
many of these events are rare and there can be many 
mrmthn hatwaom APP,IIV.PTIFCI~ liknth,mml\,.ra rl,t,,n-.;,- ll‘“ll”ll” Vx,Y.“..,,cII “bx,UIIY,SAtiCIU. I UI “II.,AIII”Ib ub”bIIIIIII- 
ing the actual number of significant events in a data set 
is a very laborious and time consuming process since 
several analysts need to carefully analyse the data and 
agree on the significant events. 

As a compromise between the need to have a large 
data base and the very high cost of preparing it we con- 
structed a test set, equivalent to six months of survey 
data, by splicing a number of significant events (that 
were not involved in the training phase) into a num- 
ber of places in an otherwise dull time series. The test 
data base was equivalent to 104 four week segments. 
‘The resuits are shown as the first iine in tabie 5. The 
system found 25 out of 29 significant events and none 
of these events were false positives. 

We compared the performance of our hybrid engine 
with a system containing a linear regression prepro- 
cessor in place of the neural network. The regression 
preprocessor fits a least squares line to the previous 
four weeks of data. The slope is then classified into 

” 

Recall Precision 
Hybrid System 25/29 (86%) 25/25 (100%) 
Expert system with 
linear regression 21/29 (72%) 20/21 (95%) 

Table 5: Recall and precision results neural network 
and regression systems 

the categories shown in table 1. Developing this sys- 
tem required determining optimal thresholds for the 
five categories of interest. Some of our experiments for 
doing this are shown in table 6. 

Flat Small Rise Large Rise Correct 
O<m<lO lOsm<20 20 2 m 65% 
O<m<15 15sm<25 25 1 m 75% 
Osm<17 17<m<27 27 2 m 81% 
O<m<20 20<m<30 30 2 m 70% 
O<m<25 25<m<45 45 1 m 60% 

Table 6: Regression Development 

The ranges were determined in a number of knowl- 
edge acquisition cycles with the analysts. From table 6 
it can be seen that the best gradient range set tested 
was the third row. The 81% correct classification rate 
here is virtually the same as the 80% achieved by the 
single neural network. 

The second line of table 5 gives the recall and pre- 
cision results for this system on the test data base, 
showing the hybrid system to be clearly superior. The 
results in the table are perhaps slightly misleading 
since we have compared a neural system with 8 net- 
works with a regression system containing only a sin- 
gle, global, slope classification for all variables. How- 
ever the analysts were not willing to repeat the tire- 
some process of slope determination another 8 times, 
pa&cuiariy w&.pA thev alwarlv hat-l II cvrtm-n thav WPCP J YA&“cyYJ AAL”.. .m YJ”U”1LL U’LUJ ..“AU 
happy with. 

While we are not in a position to compare the perfor- 
mance of the hybrid system with the best possible re- 
gression system, we can conclude that the development 
time for the hybrid system is shorter and is much pre- 
ferred by the analysts. Developing the regression sys- 
tem requires the additional step of determining classifi- 
cation thresholds for the slope (table 7). This requires 
several iterations of frustrating structured interviews 
with the experts, since adjusting a threshold to make 
an improvement in one value typically makes another --_ _ 
one worse. We had experienced a simiiar situation with 
the development of an intensive care ventilator moni- 
tor(Hayes & Ciesielski 1991). 

The recall results indicate that the system is cur- 
rently too strict in its definition of a significant event. 
In normal operations we would want the system to find 
all significant events at the cost of a moderate number 
of false alarms. 
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Neural/Expert System 
1. Collect and Classify Data 

Regression/Expert system 
1. Collect and Classify Data 

2. Train networks 2. Determine prototypical regression line 
3. Search for best thresh-holds 

3. Develop rule system 4. Develop rule system 
4. Put trained networks into search engine 5. Put thresh-holds into expert system 

Table 7: Comparison of development steps 

Conclusions 

The main goal of this project was to investigate the 
effectiveness of a hybrid neural/expert system for the 
task of extracting significant events from market re- 
search data. We have developed such a system and 
evaluated its performance on a significant market sur- 
vey data base. The hybrid neural/expert system was 
more accurate than a regression/expert system that 
could be built within the resource limitations of the 
project. The system promises considerable improve- 
ments in efficiency over the current manual approach. 
It was able to analyse the test data in under five min- 
utes, whereas the manual analysis of the same data 
took an expert analyst over four working days. How- 
ever the system needs some fine tuning before it is 
ready to be deployed. We particularly need to im- 
prove the recall at the expense of the precision, that is 
we would tolerate a moderate number of false positives 
to ensure that no significant event is missed. 

The key insight that drove the design of the neu- 
raijexpert search engine was viewing the anaiysis task 
as pattern classification followed by symbolic reason- 
ing with domain knowledge. We believe that neu- 
ral/expert hybrid systems of this kind will be useful 
for other data bases, particularly data bases of time 
series. 
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