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Abstract

We describe the results of performing data min-
ing on a challenging medical diagnosis domain,
acute abdominal pain. This domain is well known
to be difficult, yielding little more than 60% pre-
dictive accuracy for most human and machine di-
agnosticians. Moreover, many researchers argue
that one of the simplest approaches, the naive
Bayesian classifier, is optimal. By comparing the
performance of the naive Bayesian classifier to its
more general cousin, the Bayesian network clas-
sifter, and to selective Bayesian classifiers with
just 10% of the total attributes, we show that
the simplest models perform at least as well as
the more complex models. We argue that simple
models like the selective naive Bayesian classifier
will perform as well as more complicated mod-
els for similarly complex domains with relatively
small data sets, thereby calling into question the
extra expense necessary to induce more complex
models.

Introduction
In any data mining task, one key question that needs to
be determined is the type of model that one attempts
to learn from the database. One rule of thumb is to try
the simplest model first, and see how well the model
fits the data, incrementally increasing model complex-
ity to try to obtain better fit of model to data. During
this process, attributes that are determined to be irreb
evant to the particular task (e.g., classification) may 
deleted from the database, other attributes included,
etc.

In this paper we present results on applying data
mining techniques to a medical diagnosis domain, the
diagnosis of acute abdominal pain. The diagnosis of
acute abdominal pain is well known to be a difficult
task both for physician and machine. Depending on
the assumptions used in reporting statistics the ac-
curacy rates vary, but most machine diagnostic sys-
tems achieve accuracy of little more than 60% (Todd
& Stamper 1994). Moreover, there has been great de-
bate in the literature about whether the naive Bayesian
classifier is optimal for this domain (Todd & Stamper

1994). The naive Bayesian model makes the strong
assumption that the attributes are conditionally inde-
pendent given the class variable, yet has been shown
to perform remarkably well in this domain, and possi-
bly better than any other approach (Todd & Stamper
1994).

One paradoxical question we attempt to address is
that fact that no approach outperformed the naive
Bayesian classifier on this domain. In particular, we
examine two questions pertaining to model simplicity
in this domain: (a) does modeling attribute depen-
dence given the class variable improve performance?;
and (b) how many attributes facilitate accurate diag-
nosis? In addressing hypothesis (a), we compare the
performance of the naive Bayesian classifier with that
of the Bayes network classifier, an extension of the
naive Bayesian classifier that models attribute non-
independence given the class variable. The Bayesian
network classifier (Singh & Provan 1995) has been
shown to outperform the naive Bayesian classifier on
several UC-Irvine domains, so it may prove better than
the naive Bayesian classifier on this domain. In ad-
dressing hypothesis (b), we compare the performance
of classifiers using all attributes with those using at-
tributes selected by an attribute-selection algorithm
that has produced small models whose accuracy ri-
vals that of much larger models that contain all at-
tributes (Provan & Singh 1996; Singh & Provan 1995).
Clearly, since data collection can be a costly process,
having the smallest model possible is an advantage if
the small model has accuracy comparable to that of
the full model.

The following sections of the paper describe in turn
the Bayesian network representation and performance
measure, the application domain, our experimental
studies, and a summary of our contributions.

Bayesian Network Representation

This section summarizes the Bayesian network repre-
sentation and the performance measure used in this
paper.

Representation: A Bayesian network consists of
a qualitative network structure G and a quantitative
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probability distribution 0 over the network structure.
Tile qualitative network structure G(N, V) consists 
a directed acyclic graph (DAG) of nodes N and arcs
V, where V C N × N. Each node icorresponds toa
discrete random variable Ai with finite domain f~A,.

Arcs in the network represent tile dependence rela-
tionships among the variables A = {A1, A2, ..., A,}.
An arc into node i from node j may represent proba-
bilistic dependence of Ai oil Aj, and is precisely speci-
fied using the notion of parents of a node. The parents
of Ai, pa(Ai), are the direct predecessors of Ai in G.
The absence of an arc from node i to j indicates that
variable Aj is condigionally independent of variable Ai
given pa(Aj).

The quantitative parameter set 0 consists of the con-
ditional probability distributions P(Ail pa(Ai)) neces-
sary to define the joint distribution P(A1,A2,..., An).
We can write the unique joint distribution specified by

as

P(AI, A,,..., A,,) = 1~ P(Ailpa(Ai))" (1)

i=1

Tile naive Bayesian classifier assumes that the at-
tributes are conditionally independent given the class
variable C. A naive Bayesian classifier is a Bayesian
network whose structure is restricted to having arcs
only from the class node to the feature nodes, i.e. the
only parent node in Equation 1 is the node for C. The
joint distribution is thus given by

r~

P(C, AI,A2 .... ,An) = P(C) H P(Ai[C). (2)
i--1

Performance: The performance of Bayesian net-
works is measured by conducting inference on the net-
works using belief updating method, such as Lauritzen-
Spiegelhalter’s (1988) clique-tree inference algorithm.
Inference in naive Bayesian networks is linear in the
number of attrit)utes, and is done using Bayes’ rule and
the assumption of feature independence within each
class. Inference is more complicated for Bayesian net-
works: it is NP-hard (Cooper 1990). Pearl (1988),
among others, reviews Bayesian network inference; de-
tails are beyond the scope of this paper.

Application Domain
This section discusses the domain of acute abdominal
pain, focusing on the models used for the diagnosis.

Diagnosis of Acute Abdominal Pain
The diagnosis of acute abdominal pain is considered
to be a classic Bayesian problem, as findings are prob-
abilistically (rather than deterministically) related 
underlying diseases, and prior information can make a
significant difference to a suceessflfl diagnosis.

The most serious common cause of acute abdominal
pain is appendicitis, and in many cases a clear diagno-
sis of appendicitis is difficult, since other diseases such

as Non-Specific Abdominal Pain (NSAP) can present
similar signs and symptoms (findings). The tradeoff
is between the possibility of an unnecessary appen-
dectomy and a perforated appendix, which increases
mortality rates five-fold. The high incidence of acute
abdominal pain, coupled with the poor diagnosis accu-
racy, make any improvements in diagnostic accuracy
significant.

The Use of (Naive) Bayesian Classifiers

A full model for this domain typically has three vari-
able types: observable, intermediate (latent) and dis-
ease. Observable variables correspond to findings that
can be observed directly, such as nausea, vomiting and
fever. Disease variables correspond to diseases that are
the underlying causes for a case of acute abdominal
pain, such as appendicitis or NSAP. Latent variables
correspond to physiological states that are neither :ti-
rectly observable nor are underlying diseases, but are
clinically relevant (as determined by the domain ex-
pert) to determining a diagnosis. Examples include
peritonitis and inflammation. Such models typically
do not make strong assumptions about conditional in-
dependence of latent or observable variables given the
disease variable. Models with such a structure are de-
scribed in (Provan 1994; Todd & Stamper 1994).

A naive model typically ignores the class of latent
variables, or if it includes any latent variables it as-
sumes that they are independent of any observable
variables given the disease variable. This latter as-
sumption does not correspond to known physiologi-
cal principles; in addition, including latent variables
should improve diagnostic performance, since more in-
formation is being used. Hence, it appears that a full
model should outperform a naive model.1

However, neither the empirical nor the theoretical
evidence fully supports this hypothesis. The empiri-
cal evidence provides inconclusive evidence about the
effect on diagnostic accuracy of capturing dependen-
cies in Bayesian models. Pollowing de Dombal et al.’s
publication of a successful naive Bayesian model for
the diagnosis of acute abdominal pain (de Dombal
et al. 1972), many researchers have studied empir-
ically the effect of independence assumptions on di-
agnostic accuracy. Some studies have demonstrated
the influence on diagnostic accuracy of capturing de-
pendencies. For example, Seroussi (1986) reported 
4% increase in diagnostic accuracy (from 63.7% to
67.7%) by accounting for pairwise interactions using
a Lancaster model; other researchers (Fryback 1978;
Norusis & Jacquez 1975) have shown that captur-
ing conditional dependencies may improve diagnos-
tic accuracy. In contrast, other studies have shown
no statistically significant difference between the two
approaches (Todd & Stamper 1993), and some have

I We ignore the cost of data collection in model
construction.
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even found independe.nce Bayesian classifiers to be op-
timal (Todd & Stamper 1994; Edwards & Davies 1984;
de Dombal 1991). Fryback (1978) has studied the sen-
sitivity of diagnostic accuracy to conditional indepen-
dence assumptions in a Bayesian model for medical di-
agnosis. He showed empirically that large models with
many inappropriate independence assumptions can be
less accurate than smaller models which do not have
to make such inappropriate independence assumptions.
Fryback suggests that model size should be increased
incrementally in cases where conditional independence
assumptions are not all known, rather than starting
from a large model. The most detailed comparison of
several different approaches (Todd ~z Stamper 1994)
has shown the naive classifier to outperform classifiers
based on a neural network, decision tree, Bayesian net-
work (hand-crafted network structure with induced pa-
rameters), and nearest neighbor model, among others.

In the machine learning community, several re-
searchers have found induced classifiers to be fairly
robust to independence assumptions (Langley, Iba, ~:
Thompson 1992; Singh & Provan 1995; Domingos &
Pazzani 1996). /,From a theoretical perspective, there
is little research into why this might be the case. For
example, Hilden (1984) has outlined a class of probabil-
ity distributions for which modeling conditional depen-
dencies does not improve diagnostic accuracy. Domin-
gos and Pazzani (1996) have shown that modeling con-
ditional independencies does not improve diagnostic
accuracy (i.e., classification tasks), but does improve
probability estimation. However, much more work re-
mains to be done.

Experimental Studies

Acute Abdominal Pain Database
The abdominal pain data used for this study consists
of 1270 cases, each with 169 attributes. The class vari-
able, final diagnosis, has 19 possible values, and the
variables have a number of values ranging from 2 to 32
values. This data was collected and pre-screened by
Todd and Stamper, as described in (Todd & Stamper
1993). The resulting database addresses acute abdom-
inal pain of gynaecological origin, based on case-notes
for patients of reproductive age admitted to hospital,
with no recent history of abdominal or back pain. In
compiling the database, the first 202 cases were used in
the design of the database itself; thus, they cannot be
used for the purpose of testing any model. Moreover,
out of the 1270 cases, the diagnosis of only 895 cases
was definitely known (definite diagnoses); the remain-
ing 375 cases were assigned the best possible diagno-
sis, as a presumed diagnosis. Finally, 97 patients occur
more than once in the database.

An additional 53 variables representing pathophys-
iological states and refinements of the final diagnosis
were recorded. However, these variables were not used
by us since their values are ordinarily no more observ-
able than the final diagnosis. The final diagnosis is

used as a measure of diagnostic performance.

Experimental Design
Our experiments address two hypotheses:

1. Does a Bayesian network classifier have better accu-
racy than a naive Bayesian classifier?

2. Can attribute selection produce networks with com-
parable accuracy (even through they arc a fraction
of the size of the full networks)?

Four Bayesian networks were induced from the data,
using only the first 169 attributes. The networks
were pairs of naive and Bayesian network classifier,
with each pair consisting of networks containing all
attributes and attributes selected based on an infor-
mation criterion. For inducing networks with all at-
tributes, we run the algorithm in question. For in-
ducing networks with selected attributes, we first se-
lect the attributes, and then run the induction al-
gorithm using data for only the selected attributes.
We ran a set of preliminary experiments to determine
the selection algorithm that produced final networks
with the highest predictive accuracy. In comparing
three information-based algorithms (as described in
(Singh ~z Provan 1996)) and a belief-network wrap-
per approach (as described in (Singh &5 Provan 1995;
Provan ~ Singh 1996)), we decided on using 
information-based approach we call CDC to select at-
tributes.

To define the CDC metric, we need to introduce
some notation. Let C be the class variable and A rep-
resent the attribute under consideration. Let A be
the subset of attributes already selected. Let k be the
number of classes and let m be the number of possible
values of A. Moreover, let A = {A1,...,Aq} and let
s be the cardinality of the cross product of the sets

q [Ai[. Givenof values of these variables, i.e., s = ×i=1
that the set A is instantiated to its I th unique instan-
tiation, let Pip represent the probability that the class
variable is instantiated to its i th value and let pip be
the probability that A is instantiated to its jth value.
Similarly, Pij/1 is the probability that the class variable
takes on its i th value and the attribute A takes on its
jth value, given that A is instantiated to its l th unique
instantiation. The CDC metric is a conditional exten-
sion of the complement of Mantaras’s (1991) distance
metric (d/v), i.e. 1 - d/v. Following Singh and Provan
(1996), we can then define the CDC metric as follows:

CDC(A,A) ~ts=l Pt (Hc, "k HA, -- Hceu, 
SILl pIHceu,

where Hc~u, = - ~i=1 ~j=l Pij/llogPij/l, HA~ :

-- Ejm=, pj/, logpjp, and He, = - E~-, Pip logpip.
The feature selection algorithm uses a forward se-

lection search, starting with the assumption that A
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is empty. It then adds incrementally (to A) that at-
tribute A (from tile available attributes) that maxi-
mizes CDC(A, A). Tile algorithm stops adding at-
tributes when there is no single attribute whose ad-
dition results in a positive value of tile information
metric.2 Complete details are given in (Singh & Proven
1996).

To maintain consistency with Todd and Stamper’s
careful comparison (Todd & Stamper 1994) of several
induction approaches, we adopted their experimental
method of using a cross-validation strategy to evalu-
ate the different methods. Since the first 202 cases
had been used during the construction of the database
itself, they were not used for testing purposes. The re-
maining 1068 cases were divided into 11 subsets (10
consisting of 101 cases each while tile llth had 58
cases) which were successively used for testing mod-
els induced from the remaining 10 sets p[us the first
202 cases. Moreover, for each run, we removed from
each training set all repeat presentations of any pa-
tient. The performance measure we used was the
classification accuracy of a model on the test data,
where the classification accuracy is the percentage of
test cases that were diagnosed correctly. Inference on
the Bayesian networks was carried out using the the
HUGIN (Anderson et al. 1989) system.

Results

Our first set of experiments compared tile performance
of the four different approaches listed above, averaged
over 11 trials. We use tile following notation: naive-
ALL and CB for the naive Bayesian and Bayesian
network classifier using all attributes, respectively;
and Naive-CDC and CDC for the naive Bayesian and
Bayesian network classifier using selected attributes,
respectively.

Table 1 snmmarizes the network structure for these
runs. Note that using attribute selection reduces the
network to roughly 10% of the nodes and 2.3% of the
edges for the regular Bayesian networks, and roughly
10% of the nodes and 9% of the edges for the naive net-
works. This is a dramatic reduction, especially consid-
ering tile fact that tile selective networks have compa-
rable performance to their non-selective counterparts.

’Fable 2 shows the results of variable selection on net-
work structure. This table shows the attributes that
were selected on average by our variable selection ap-
proach. "Phe attributes are numbered from 1 to 169, as
denoted in the original database. Tile important point
to note is that the number of nodes selected comes
from a small subset of the fldl set of nodes.

Table 3 summarizes tile predictive accuracies for our
experiments. The second row of Table 3 shows that the
naive classifier (using all attributes) performed the best

2\’Ve take the value of the CDC metric to be zero if the
denominator is zero.
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Table 1: "Average" network structure on experiment
using all cases. Structure is based on 11 runs, and
describes the average number of nodes and edges.

[ APPROACH ] Nodes ] Edges]
Naive-ALL 170 169
CB 170 589.8
CDC 17.36 19.56
Naive-CDC 17.36 16.36

Table 2: Network structure resulting from variable se-
lection. Structure is based on l l runs, and describes
the nodes selected.

VARIABLE FREQUENCY VARIABLE SET
always 3, 29, 37, 68,

112, 152, 169
mostly 4, 5, 32, 38
sonic t i rues 26, 45, 167

over all cases in the database, although not statistically
better than the selective naive classifier.

The third row of Table 3 shows tile predictive accura-
cies when a prior set of nodes was used during network
induction. This set of nodes, {3, 29, 37, 68, 112, 152,
169}, is the set that was always selected by CDC. Us-
ing a paired-t test showed that using this prior did not
make a statistically significant difference to the predic-
tive accuracies of the induced classifiers over not using
this prior (tile first row of the table).

Tile fourth row of Table 3 shows the predictive ac-
curacies when only cases with definite diagnoses were
used. Here, the differences over using all cases are
statistically significant. Comparing the induction ap-
proaches for tile definite diagnosis data, there is no sta-
tistically significant difference between the naive meth-
ods and CDC even though Naive-CDC has the greatest
accuracy (around 3% more).

To further study the dependencies in the database,
we computed a covariance matrix for the database, and
looked at the variables with the highest correlation
(conditional on the class variable) in the covariance
matrix. Based on this matrix (which we do not re-
produce due to its size), and on computing a pairwise
correlation measure described in (Domingos & Pazzani
1996), we observe that many variables are relatively
highly correlated, yet the naive classifier performed
better than any other approach. A second observa-
tion is that the variables with the highest variance are
always included in the selective networks.



Table 3: Predictive accuracy for the four induction approaches, based on the different scenarios. The best predictive
accuracy in any row is shown in boldface.

SCENARIO I Naive-ALL CB I CDC Naive-CDC

all cases 60.60=t=5.59 57.164-5.65 57.884-4.71 58.894-5.18

"network" prior 61.954-5.18 57.164-5.65 57.05+5.80 57.094-5.77
definite diagnosis 67.844-5.34 66.91±8.25 69.54±3.16 70.534-5.22

Experiments on Synthetic Data

There are two possible explanations for the unexpect-
edly high accuracy of the naive Bayesian classfier: the
classifiers themselves do not require dependencies for
this domain,3 or the data does not allow the more
complex classifiers to estimate parameters accurately
enough to be able to classify cases accurately.

To disambiguate the effects of classifier and data, we
have run a set of experiments using synthetic Bayes
networks with controlled dependencies among the at-
tributes given the class variable. Each network has a
five-valued class variable and 13 attributes with be-
tween 3 and 5 values. We controlled the attribute de-
pendencies given the class variable by defining three
different sets of conditional probability distributions,
reflecting (given the class variable): (1) attribute
independence (P(AklC, Ak-h...,A1) -- P(AklC) for
k = 2,..., 13), (2) weak attribute dependence, and 
strong attribute dependence. We simulated 2000 cases
from each network, and learned networks from the sim-
ulated data.

Table 4 describes the results of inducing networks
from the synthetic data, as averaged over 20 runs. This
table shows that this classification task is indeed sen-
sitive to attribute dependencies. For the data with
no dependencies, the naive and Bayesian network ap-
proaches both learned naive networks with statistically
indistinguishable predictive accuracies. However, for
the data with dependencies the naive and Bayesian
network approaches learned networks with significantly
different predictive accuracies, differing by almost 20%
for the data with strong dependencies, and slightly less
for the data with weak dependencies.

Abdominal Pain Data Revisited

Further analysis of our results show that restrictions
of the data lead to the naive classifiers outperform-
ing the Bayesian network classifiers. On closer exam-
ination of the data (restricting our attention to cases
with a "definite diagnosis"), we found that 2 of the 19
classes accounted for almost 67% of the cases, whereas
each of the other classes accounted for 7% or less of the
cases. For each of the 2 most common classes, since the

3Domingos and Pazzani (1996)suggest that the classi-
fication task itself is insensitive to the presence or absence
of attribute dependencies given the class variable.

probability distribution was induced from many cases,
the more complex model (CDC) was significantly bet-
ter than all other methods, correctly classifying about
89% of the cases. Both selective classifiers significantly
outperformed both non-selective classfiers on the cases
involving these two classes.

On the other hand, on the cases involving the other
17 classes, naive classifiers performed better than the
Bayesian networks, with CDC-naive being the best
(though not significantly better). This is because the
more complex models could not accurately estimate
their more complicated distributions from so few cases,
leading to poor predictive accuracy.

These results offer some insights into the observed
behavior of the various methods on the abdominal data
set. In complex domains with many attributes, such
as the abdominal pain domain, feature selection may
play a very important part in learning good classifiers
for diagnosis; this is especially true when the data set
is relatively small. In such cases, it is difficult to accu-
rately learn parameters for the larger networks, more
so in the case of Bayesian networks which may pick up
spurious dependencies.

Moreover, in domains where there are sufficient cases
(as for the two main classes in the abdominal pain
data set), Bayesian networks should outperform naive
Bayesian classifiers since they can easily model at-
tribute dependencies. However, if the number of cases
is small, then the simpler method may perform at least
as well as the more complex Bayesian networks.

Discussion
One of the key findings of this work is that for this
domain, as well as for a large number of other do-
mains described in (Domingos L: Pazzani 1996; Singh
& Provan 1995; Provan & Singh 1996), simple mod-
els (i.e. naive Bayesian classifiers) perform as well 
more complex models. A second key finding is that fea-
ture selection further increases model simplicity with
no performance penalty. In addition, the more com-
plex the model, the better feature selection increases
performance (Singh & Provan 1995). We have shown
how only 10% of the attributes provide accuracy com-
parable to using all the attributes. This can lead to
significant savings in data collection and inference.

Our experiments with synthetic networks have
shown that attribute dependencies given the class vari-

Data Mining Applications 61



Table ,1: Predictive accuracy for induction algorithms for synthetic networks. Dependencies referred to are between
attributes, given the class variable. Accuracies are averaged aver 20 runs.

CasesI CB CDC I Naive ALL CDC-naive

"Strong" dependencies 2000 83.65 + 2.29 82.94 + 2.10 65.31 ± 2.68 65.7 4- 2.65
"Weak" dependencies 2000 83.06 ± 1.34 82.25 4- 1.78 67.7 4- 1.78 67.7 4- 1.97
No dependencies 2000 87.31 4- 1.00 86.94 ± 1.06 87.31 4- 1.00 86.94 4- 1.06

able do affect classifier performance. Assuming suffi-
cient data with attribute dependencies given tile class
variable, modeling tile dependencies produces a clas-
s±fret that performs ahnost 20% better than tile naive
Bayesian classifier. As a consequence, we argue that
the robustness of tile naive classifier to attribute cor-
relations is primarily due to the data and tile domain
under consideration. The robustness of the abdominal
t)ain data to attribute dependencies most likely occurs
because the Bayesian network is overfitted to the data.

Our study has shown that data screening can make a
big difference to classifier performance. Using tile data
with just definite diagnoses produces networks with
better predictive accuracies than that of the networks
induced using all the cases. When all cases are used,
tile inodels are both trained and tested on cases whose
diagnoses may have been incorrect. This may cause
the Bayesian network classifiers to pick up spurious
dependencies. In contrast, naive classifiers will not be
affected as much: tile only thing that changes is tile
set of probabilities in the network.
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