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#### Abstract

In interactive data mining it is advantageous to have condensed representations of data that can be used to efficiently answer different queries. In this paper we show how frequent sets can be used as a condensed representation for answering various types of queries. Given a table $r$ with $0 / 1$ values and a threshold $\sigma$, a frequent set of $r$ is a set $X$ of columns of $r$ such that at least a fraction $\sigma$ of the rows of $r$ have a 1 in all the columns of $X$. Finding frequent sets is a first step in finding association rules, and there exists several efficient algorithms for finding the frequent sets. We show that frequent sets have wider applications than just finding association rules. We show that using the inclusion-exclusion principle one can obtain approximate confidences of arbitrary boolean rules. We derive bounds for the errors in the confidences, and show that information collected during the computation of frequent sets can also be used to provide individual error bounds for each clause. Experiments show that this method enables one to obtain different forms of rules from data extremely fast. Furthermore, we define a general notion of condensed representations, and show that frequent sets, samples and the data cube can be viewed as instantations of this concept.


## Introduction

Knowledge discovery in databases is an interactive process: one has to be able to look at the data from several different angles. For large data sets, it is not efficient to go back and read the data every time the user wants to see something new from it. A condenced representation of the data for answering most of the needs of the user would be very useful.

One of the most researched areas in data mining is the problem of finding association rules from binary data (Agrawal, Imielinski, \& Swami 1993; Houtsma \& Swami 1993; Klemettinen et al. 1994; Han \& Fu 1995;

Holsheimer et al. 1995; Park, Chen, \& Yu 1995; Savasere, Omiecinski, \& Navathe 1995; Srikant \& Agrawal 1995; Agrawal et al. 1996; Srikant \& Agrawal 1996; Toivonen 1996). Assuming we have a relation (table) with $0 / 1$-valued attributes $R$, an association rule is an expression $X \Rightarrow Y$, where $X, Y \subseteq R$. The meaning of such a rule is that whenever a row has a 1 in all the columns of $X$, it tends to have a 1 also in all the columns of $Y .{ }^{1}$
The algorthms for finding association rules all proceed by first finding frequent sets, i.e., sets $X$ of attributes such that there are sufficiently many rows containing a 1 in each column of $X$. From the number of such rows it is easy to compute the confidences of association rules.
In this paper we consider additional uses for frequent sets. We show that the collection of frequent sets can actually serve as a condensed representation of the input data for rules with disjunction and negation, a much larger class of rules than simple association rules. These simple observations lead to a considerable widening in the use of frequent sets. Experiments show that this method enables one to obtain generalized rules from data extremely fast.

We analyze formally the use of frequent sets in answering queries concerning complex rules. Our basic tool is the inclusion-exclusion principle. The frequent sets provide some of the terms of this sum. Using the concept of the border of the collection of frequent sets, we are able to derive bounds on the error caused by omitting the rest of the terms.

Finally, we consider the general theory of condensed representations of data. We define what it means for one class of structures to serve as a representation for another with respect to a class of queries. We dis-

[^0]cuss how the use of frequent sets, samples and the data cube (Gray et al. 1996) can be viewed as instances of this general concept. Our concept can be viewed as a generalization of the notion of $\varepsilon$-approximations from computational geometry (Haussler \& Welzl 1987; Mulmuley 1993).

## General rules and frequent sets

In this section we describe a simple and basically wellknown rule formalism of general boolean rules, show that knowledge of the frequencies of sets is sufficient to determine rule confidences, and give some examples.

Given a set $R$ of $0 / 1$-valued altributes $R$, a boolean formula over $R$ is a formula $\varphi$ built from the atomic formulae $A=0$ and $A=1$, where $A \in R$, using the connectives $\wedge, \vee$, and $\neg$, and parenthesis. Given a $0 / 1$ relation $r$ with attributes $R$, the frequency $s(\varphi, r)$ of $\varphi$ in $r$ is

$$
\frac{\mid\{t \in r \mid \varphi \text { is true of } t\} \mid}{|r|}
$$

i.e., the fraction of rows where $\varphi$ holds.

We introduce some shorthand notations for having all or at least one attribute of a set $X$ equal to 1: For $X=\left\{A_{1}, \ldots, A_{k}\right\}$ we denote $a(X, r)=s\left(A_{1}=1 \wedge\right.$ $\left.\cdots \wedge A_{k}=1\right)$ and $o(X, r)=s\left(A_{1}=1 \vee \cdots \vee A_{k}=1\right)$; we simply use notations $a(X)$ and $o(X)$ if the relation is clear from the context.

A boolean rule over $R$ is an expression of the form $\varphi \Rightarrow \psi$, where $\varphi$ and $\psi$ are boolean formulac. The confidence of the rule is $s(\varphi \wedge \psi) / s(\varphi)$.

The following proposition is of course well-known.
Proposition 1 For all boolean formulae $\varphi$ over $R$ there exists sets $W_{1}, \ldots, W_{m} \subseteq R$ and coefficients $e_{1}, \ldots, e_{m} \in\{-1,+1\}$ such that for all relations $r$

$$
s(\varphi, r)=\sum_{i=1}^{m} e_{i} a\left(W_{\imath}, r\right) .
$$

That is, knowing the special terms $a(X, r)$ is sufficient to determine the number of rows satisfying any boolean formula, and hence also the confidence of any boolean rule.

Example 2 We give some cxamples of boolean rulcs and how their confidences can be expressed in terms of the frequencies of conjunctions.

An associatıon rule has the form $X \Rightarrow Y$, where $X, Y \subseteq R$, and the confidence is defined to be $a(X \cup$ $Y) / a(X)$.

A rule with disjunctive right-hand side has the form $X \Rightarrow Y \vee Z$ and expresses that if a row $t \in r$ has a 1 in
each column of $X$, then it has a 1 in each column of $Y$ or in each column of $Z$. The confidence of the rule is

$$
\frac{a(X \cup Y)+a(X \cup Z)-a(X \cup Y \cup Z)}{a(X)} .
$$

Similarly, we can write a rule with a disjunctive lefthand sude: $X \vee Y \Rightarrow Z$. The rule states that if a row $t \in r$ has a 1 in each column of $X$ or in each column of $Y$, then it has a 1 in each column of $Z$. The confidence of the rule is

$$
\frac{a(X \cup Z)+a(Y \cup Z)-a(X \cup Y \cup Z)}{a(X)+a(Y)-a(X \cup Y)} .
$$

Rules can also have negation in the left-hand side, as in $X \wedge \neg Y \Rightarrow Z$. This means that if a row $t \in r$ has a 1 in each column of $X$ and does not have a 1 in each column of $Y$, then it has a 1 in each column of $Z$. The confidence of such a rule is

$$
\frac{a(X \cup Z)-a(X \cup Y \cup Z)}{a(X)-a(X \cup Y)}
$$

Negation in the right-hand side is just as easy. The confidence of a rule of the form $X \Rightarrow Y \wedge \neg Z$ is

$$
\frac{a(X \cup Y)-a(X \cup Y \cup Z)}{a(X)}
$$

Example 3 One of our example data sets $r$ is an enrollment databasc of courses in computer science. The data set consists of registration information of 4734 students. There is a row per student, containing the courses the student has registered for. On average, a row has 4 courses. The total number of courses is 127 . We first discovered all sets $X$ of courses with $a(X, r) \geq 0.05$. The number of frequent sets is 489 . We then computed association rules, rules with disjunctions (two disjuncts) on the left or on the right-hand side, and rules with negations, and then used some simple selection tools to locate interesting rules from these sets.

While already association rules produce lots of interesting and sometimes even surprising information about the data set, looking for more complex rules makes it possible to locate more subtle phenomena. For example, we can notice that the confidences of many rules of the form

$$
X \Rightarrow C \text { programming } \vee C \text { and Unix }
$$

have significantly higher confidences than the individual rules

$$
\begin{aligned}
& X \Rightarrow C \text { programming } \\
& X \Rightarrow C \text { and Unix. }
\end{aligned}
$$

$a(W, r) \mid W \subseteq R\}$ and the disjunctive queries $\mathcal{Q}_{V}=$ $\left\{Q_{W}^{\prime}: r \mapsto o(W, r) \mid W \subseteq R\right\}$.

An $\varepsilon$-adequate representation for $\mathcal{S}$ with respect to $\mathcal{Q}$ is a class $\mathcal{R}=\left\{r_{i} \mid i \in I\right\}$ of structures and a query evaluation function $m: \mathcal{Q} \times \mathcal{R} \rightarrow[0,1]$ such that for all $Q \in \mathcal{Q}$ and $s_{i} \in \mathcal{S}$ we have

$$
\left|Q\left(s_{i}\right)-m\left(Q, r_{i}\right)\right| \leq \varepsilon .
$$

That is, the values of queries from $\mathcal{Q}$ on any structure from $\mathcal{S}$ can be evaluated using the corresponding representation from $\mathcal{R}$ and the query evaluation function $m$.
Example 10 Consider as the class of structures $\mathcal{S}_{R, 01}$ the class of all $0 / 1$ relations over the set of attributes $R$. Consider the query class $\mathcal{Q}_{\Lambda}=\left\{Q_{W} \mid W \subseteq R\right\}$, where for $s \in \mathcal{S}_{R, 01}$ we have $Q_{W}(s)=a(W, s)$, i.e., the fraction of rows of $s$ such that the row has a 1 in each column of $W$. Then the collection $\{F r(s, \varepsilon) \mid$ $\left.s \in \mathcal{S}_{R, 01}\right\}$ of the frequent sets of $s$, for each $s \in \mathcal{S}_{R, 01}$, provides an $\varepsilon$-adequate representation of $\mathcal{S}_{R, 01}$ with respect to $\mathcal{Q}_{\lambda}$.

For the telecommunications alarm database we have a 0.0001 -adequate representation that consists only of 128 sets. In the case of our course enrollment database $r$ the size of a 0.05 -adequate representation is $|F r(r, 0.05)|=489$ sets. Note that the number of frequent sets does not depend on the number of rows in the database.

The notion of an $\varepsilon$-adequate representation is very closely related to the concept of $\varepsilon$-approximations and $\varepsilon$-nets widely used in computational geometry (Haussler \& Welzl 1987; Mulmuley 1993). Roughly, given a set $N$ and a collcction $\mathcal{S}$ of subsets of $N$, an $\varepsilon$-approximation is a subset $M \subseteq N$ such that for each $X \in \mathcal{S}$ we have

$$
\left|\frac{|X \cap M|}{|M|}-\frac{|X|}{|N|}\right| \leq \varepsilon
$$

Thus an $\varepsilon$-approximation is a subset that gives a good estimate of the sizes of all subsets in $\mathcal{S}$. The $\varepsilon$-adequate representations differ in two respects: the representation does not have to be of the same form as the original data, and we have additionally required that such representations exist for every structure in a class of structures. Still, the results on $\varepsilon$-approximations help in obtaining results about adequate representations.

The existence result for $\varepsilon$-approximations was proved by Vapnik and Chervonenkis, and the sizes of such approximations are naturally connected with the VCdimension (Vapnik 1982) One can show that samples provide an $\varepsilon$-adequate representation for finite query classes.

The data cube (Gray et al. 1996) is a recently introduced summarizing representation for relations with arbitrary values. Using the concepts above, the data cube is 0 -adequate representation for the class of queries containing all aggregate functions. An interesting possibility is to diminish the space and time complexity of the data cube by allowing some error. It seems that this can be accomplished by using a similar strategy as in the computation of frequent sets.

The preceding discussion of adequate representations is quite tentative: the usefulness of the notion has yet to be conclusive demonstrated. It seems to us, however, that this concept could serve as a unifying point of view to look at several different types of approximate ways of representing information.

## Conclusions

We have shown how the collection of frequent sets can be used as a condensed representation for a relation with $0 / 1$ values. The collection makes it possible to approximate the confidences of arbitrary boolean rules. We have given a strong theorem about the sizes of errors caused by the approximation using the concept of the border of the frequent sets, and have given experimental evidence that the bound is typically extremely good. We have also outlined a possible approach to a general theory of condensed representations and showed how frequent sets, sampling, and also the data cube can be viewed as instances of this concept.

There are several open questions. On the theoretical side, the development of the general notions of condensed representation seems useful. From the practical point of view, a more thorough investigation on the actual sizes of the errors in the approximations could be worthwhile.
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[^0]:    ${ }^{1}$ Note that the input data need not be explicitly in $0 / 1$ form: one can just as well consider association rules based on derived attributes. For example, if the relation contains the attribute Age, one can look for rules containing derived binary attributes such as "Age $\leq 40$ ".

