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Abstract 

W e  present an  application of novel  massively parallel 
datamining techniques to highly precise inference of 
important physical processes from remote sensing im- 
agery. Specifically, we have  developed and  applyed a  
system, Quakefinder,  that automatically detects and  
measures tectonic activity in the earth’s crust by  ex- 
amination of satellite data. W e  have  used Quakef inder 
to automatically map  the direction and  magni tude of 
g round displacements due  to the 1992  Landers  earth- 
quake  in Southern California, over a  spatial region 
of several hundred square kilometers, at a  resolution 
of 10  meters, to a  (sub-pixel) precision of 1  meter. 
This is the first calculation that has  ever been  able to 
extract a rea-mapped information about  2D tectonic 
processes at this level of detail. W e  outline the ar- 
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combinat ion of techniques drawn from the fields of 
statistical inference, massively parallel comput ing and  
global optimization. W e  confirm the overall correct- 
ness of the procedure by  compar ison of our  results 
with known locations of targeted faults obtained by  
careful and  t ime-consuming field measurements.  The  
system also performs knowledge discovery by  indicat- 
ing novel unexpla ined tectonic activity away from the 
primary faults that has  never  before been  observed.  
W e  conclude by  discussing the future potential of this 
data mining system in the broad context of studying 
subtle spatio-temporal processes within massive image 
streams. 

Introduction 
Automatic detection and  cataloguing of important 
temporal processes in massive datasets is a  problem of 
overwhelming scale that has so far e luded automation 
for the great ma jority of scientific problems. Careful 
manual  inspection of images by highly-trained scien- 
tists is still the standard method of extracting impor- 
tant scientific information from even high-resolution 
images. This is a  time-consuming and  extremely ex- 
pensive process, al though there has recently been  sub- 
stantial progress in isolated doma ins (Fayyad, We ir, & 
Djorgovski 1993).  The  goal of this paper  is to intro- 
duce a  data m ining system that tackles this problem in 
the context of analyzing the earth’s crustal dynamics, 
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bv enabl ing the automatic detection and  measurement  
of earthquake faults from satellite imagery. 

The  system, Quakefinder, is applied here to the anal- 
ysis of data collected by the French SPOT satellite. 
SPOT is a  push-broom detector that collects panchro- 
matic data at 10  meter resolution from a  satellite in 
sun-synchronous orbit around the earth. In our appli- 
cation, images of size 2050  x 2050  pixels are analyzed 
to detect fault motion to subpixel precision. Although 
applied initially to the specific problem of earthquake 
fault analysis, the principals used by Quakefinder are 
however broadly applicable to a  far more general  class 
of calculations involving subtle change-detect ion in 
high-resolution image streams. We  believe that its 
success in this doma in points the way to a  number  of 
suc;i (jataminiiig c~cu~a~,i iom that can dire& and  auq  
tomatically measure important temporal processes to 
high precision from massive datasets. These include 
problems involving global climate change and  natu- 
ral hazard mon itoring, as well as general  image un- 
derstanding problems involving target detection and  
identification in noisy image streams. 

The  design and  implementation of Quakefinder has 
been  driven by the need  to simultaneously address 
three distinct problems, all of which must be  solved in 
order to enable geophysica1 analysis of temporal pro- 
CMSAS from satellite data at the .accuracv &Sired. Thev _-L&-L ------ L-21 __-. 1- -_12___1_’ 1__-  -1------d --L_---_ ----~ 
are 1) design of a  statistical inference engine that can 
reliably infer the fundamental processes to acceptable 
precision, 2) development and  implementation of scal- 
able algorithms suitable for massive datasets, and  3) 
construction of an  automatic and  reasonably seamless 
system that can be  used by doma in scientists on  a  large 
number  of datasets. 

The  first problem is the design of an  inference en- 
gine that can infer tectonic ground motion to sub-pixel 
precision based upon  careful comparion of consecutive 
images. To  appreciate the technical chal lenge involved 
here, consider briefly the nature of the datasets avail- 
able in this study, name ly SPOT satellite images of 
the Landers region, taken in June 1991  and  June 1992, 
bracketing the Landers earthquake event. The  images 
consist of panchromatic data taken at lo-meter reso- 
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ders quake varied in magnitude anywhere up to 7 me- 
ters. These ground element motions constitute the fun- 
damental “signal” that we want to mine from the data. 
Since all the motions are of sub-pixel magnitude, naive 
pixel-by-pixel change detection methods will fail to ex- 
tract the events correctly. A careful machine learning 
technique is required to ensure that reasonable infer- 
ences can be drawn about ground displacement to sub- 
pixel precision. 

A distinct, though related, problem stems from the 
need to map ground motions at or near single pixel 
resolution. To be perfectly clear, note the distinction 
here between the term “resolution”, denoting the size 
of ground element associated with a piece of informa- 
tion, and “precision’,, denoting the accuracy to which 
this information (e.g. motion) is known. The rela- 
tively sophisticated inference methods needed to infer 
the motion of a single pixel must be repeated over every 
pixel of an entire image. For even a modest size image 
containing 2050 x 2050 pixels, this task represents a 
huge number of operations. Current workstation tech- 
nology cannot support these CPU demands, which has 
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computing platforms, specifically the 256-node Cray 
T3D at JPL. The issues of scalable algorithm develop- 
ment and their implementation on scalable platforms 
that were confronted here are in fact quite general, 
and are likely to impact the great majority of future 
datamining efforts geared to the analysis of genuinely 
massive datasets. They have been investigated pre- 
viously in the context of data mining and knowledge 
discovery in (Stolorz et al. 1995). 

The third problem is the design and construction of a 
svstem architecture that can nerform the various com- ..~~~ I .~~.~~~~ ~~~~ 
putational tasks required automatically. For problems 
of the scale tackled here, the various components must 
be linked relatively seamlessly to ensure the rapid de- 
livery of a useful scientific product to geologists. This 
issue is already important in the context of ground- 
based analysis, It takes on even greater prominence 
when considered from the point of view of possible au- 
tonomous satellite applications and operations being 
envisaged by NASA and other agencies and corpora- 
tions . 

The goals of the paper are to describe the basic ma- 
chine learning techniques used by Quakefinder, to out- 
line the decomposition of these methods onto massively 
parallel platforms, and to describe their implementa- 
tion within an overall system usable by domain sci- 
entists. We stress the interplay of all three of these 
components, and argue that all three are essential in- 
gredients for any truly successful datamining system in 
this domain. We then discuss the results obtained by 
applying Quakefinder to analysis of the Landers earth- 
quake, outline the overall successes and limitations of 
the technique, and present future directions that can 
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Basic algorithm 
The purpose of the basic algorithm is to detect small 
systematic differences between a pair of images, which 
we’ll call the “before” image 11 and the “after” image 
12 respectively. This is accomplished at sub-pixel reso- 
lution by the following method, dubbed “imageodesy” 
by its author (Crippen 1992): 
1. 

2. 

3. 

4. 

5. 

Match the before and after images by eye as well as 
possible (i.e. determine the best offsets between the 
two images in the horizontal and vertical directions). 
Break the before image up into many non- 
overlapping templates, each consisting of, let’s say, 
100 x 100 pixels. 
For each template, measure the correlation between 
the before template and the after template at the 
original position determined in step 1)) and at the 
24 nearest offset positions. 
Determine the best template offset Ay, A, from the 
maximum correlation value found in 3). 
Repeat steps 3) and 4) at successively higher res- 
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interpolation scheme, to generate new templates off- 
set by half a pixel in each direction. 
The algorithm relies heavily on the use of sub-pixel 

image registration for its power. A schematic overview 
is shown in Figure 1. 

Figure 1: Schematic illustration of the use of subpixel 
registration to infer displacement maps between image 
pairs. 

This basic idea is a very useful one that has been 
successfully applied over the years in a number of 
fields, especially in the context of image enhancement 
from undersampled image sequences (Crippen 1992; 
Jacquemod, Odet, & Goutte 1992; Ur & Gross 1992; 
Wen-Yu-Su & Kim 1994; Kim, Bose, & Valenzuela 
1990). Typically, it has been used to automatically ac- 
count for global effects relating successive images of the 
same “scene” in an image stream, namely transforma- 
tions such as translation, rotation and scale changes. 
We apply the concept here with a highly unusual twist, 
in that many independent local sub-pixel registrations 
are performed to uncover the signal of interest, rather 
than a single elobal rezistration _‘__a-- -1 L--- ~-- ~----.~ ~.v~~~~~ ----~. 
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The QUAKEFINDER System 

Satellite Image pair 
Displacement maps 

Figure 2: Architecture of the Quakefinder detection and measurement system 

vector field of inferred ground motions from a pair of 
satellite images. The vector field is then passed to a 
geometric correction module which automatically cor- 
rects for spacecraft artifacts. Upon correction, the re- 
sulting displacement map is inspected by geologists for 
evidence of tectonic activity, with faults being mapped 
and measured. This information is fed in turn into a 
further adaptive learning component, described above, 
in order to refine the fault location and magnitude. 
This iterative procedure is terminated when sufficient 
accuracy is obtained. The resulting fault outlines are 
then registered in a catalog as important events. 

Geometric corrections 

A correction module is necessary because the origi- 
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represent directly the ground motion itself. There are 
typically systematic effects due to slight differences in 
spacecraft trajectories. They consist primarily of dif- 
ferences in the yaw, pitch and roll of the spacecraft 
for each trajectory, as well as small differences in or- 
bital height above the target region. These artifacts 
can be removed straightforwardly, since they appear 
as well-parametrized global corrections across the en- 
tire displacement vector field. A simplex-based opti- 
mization package was used to compute the optimal set 
of parameters characterizing these corrections. This 
post-processing component has triviai time compiex- 
ity compared to the displacement field computation 
itself, and can easily be implemented automatically on 
workstations instead of a parallel machine. 

There are second order corrections which must in 
principal be accounted for as well. For example, sun 
angle and view angle differences can introduce spurious 

differences between scenes. For the Landers data con- 
sidered here, these problems are negligible since 1) the 
images were collected almost exactly one year apart, 
2) the SPOT satellite is in sun-synchronous orbit, so 
time-of-day matches are not a problem, and 3) very 
similar orbital trajectories were achieved. Radiometric 
differences are also possible due to vegetation a growth 
and other events. These are in fact often interesting 
processes in themselves, although they interfere with 
the specific task of measuring fault motion. For the 
desert datasets used here, they are not a major factor 
in any case. Yaw, pitch and roll can also all vary dur- 
ing a spacecraft overflight of a selected target. Again, 
this turns out to be a negligible effect for our problem. 

Scalable Decomposition on Massively 
Parallel Processors 

The core computation in our approach is that of 
ground motion inference for a given image pixel. On 
machines of the workstation class, several hundred 
such ground motion vectors can be calculated in a mat- 
ter of days. However, when area-based maps of ground 
motion are required, workstations are no longer suffi- 
cient. For example, for even relatively small images of 
2000 x 2000 pixels, 4 million vectors must now be com- 
puted, raising the computational demands by 4 orders 
of magnitude. The resulting calculation is not accessi- 
ble to workstations in any reasonable time frame. We 
have therefore chosen to implement Quakefinder on a 
256-node Cray T3D at JPL. The T3D is a massively 
parallel distributed memory architecture consisting of 
256 computing nodes, each based on a DEC Alpha pro- 
cessor running at 150MHz. The nodes are arranged as 
3-dimensional tori, allowing each node to communicate 
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directly with up to 6 neighboring nodes of the machine. 
MIMD parallel architectures such as the T3D 

turn out to be ideal architectures on which to im- 
plement many image analysis algorithms, including 
Quakefinder. The best decomposition consists of sim- 
ply assigning different spatial portions of each image 
to different nodes of the machine. The vast major- 
ity of the calculation can then proceed independently 
on each node, with very limited communication. This 
results in a highly efficient parallel algorithm. 

A small amount of communication does of course 
need to be performed periodically. The storage re- 
quired for some templates will occasionally overlap 
boundaries between nodes. A standard technique in 
parallel decomposition handles this problem by toler- 
ating a small amount of memory redundancy. Each 
node is simply assigned a slightly larger area of the 
image at the start of the calculation to allow for these 
overlaps. The overhead required is very small. There- 
after the calculation can proceed entirely in parallel. 

Results for the Landers earthquake 
We have obtained the followmg results from apply- 
ing Quakefinder to SPOT data bracketing the Lan- 
ders e&hflnake of June 2zi 1992i The irnswx.3 are -l----- -----o-- 
2050 x 2050 pixels in size covering a 400 square kilo- 
meter region of the Southern California desert near 
the town of Landers. The differences between the two 
images are extremely subtle and are essentially impos- 
sible to detect by eye. Ground motion directions calcu- 
lated for the Landers quake of June 22, 1992 are shown 
in Figure 3, superimposed on the 1991 panchromatic 
SPOT image. The major grey-scale discontinuity along 
the main diagonal of the map. This is the position of 
the fault break inferred automatically by Quakefinder 
with no supervised scientific input, based purely on the 
two raw before and after SPOT images. The black line 
is ground truth, the known fault location. 

The black line represents ground truth superimposed 
on the computed image to assess its accuracy. It has 
been determined by extensive field analysis. Note that 
the major hue discontinuity corresponds very well to 
the true fault position, including the bends and steps 
separating the Emerson fault from the Homestead Val- 
ley fault. The general motions are right-lateral, as ex- 
pected. The motion along the SW block appears to 
have a north to west trend change as the fault trend 
itself changes from northerly to more westerly. Thus, 
the motion tends to parallel the fault, as expected. 
These observations confirm the value of our approach 
as an efficient method for automatically detecting and 
measuring the position of known faults. 

The area-mapped nature of the products generated 
by Quakefinder offer an even more interesting capabil- 
ity, namely discovery of entirely new behavior. In the 
Landers case, it yields suggestive evidence associated 
with the NE block of the image. This block seems 
to have two sub-blocks, with relative left-lateral mo- 

Figure 3: Preliminary results for displacement map 
of the 1992 Landers earthquake. A grey-scale wheel 
shown at lower left encodes the direction of motion of 
each ground element due to the earthquake, inferred 
by comparison of two SPOT images. The displacement 
map is superimposed upon the first (1991) SPOT im- 
age to show the main topographic features. Note the 
correspondence of the direction discontinuities to right- 
lateral main fault breaks (black lines). Blocks north- 
east of the main breaks indicate left-lateral war-page 
above a buried conjugate fault, consistent with the 
seismic pattern. These results give us high confi- 
dence in the accuracy of the method as a general axea- 
based mapping technique for seismic activity. A full 
color image of this map can be found at http://www- 
aig.jpl.nasa.gov/mls/quakefinder 

tions between them, suggesting a surface or perhaps 
sub-surface fault conjugate to the main break. Ef- 
forts are currently underway to refine this prediction 
and to confirm it via field studies. Note that alterna- 
tive technological approaches cannot easily supply this 
type of knowledge, if at all. Interferometric SAR can 
measure small ground displacements in one dimension, 
along a line perpendicular to the spacecraft trajectory, 
but cannot supply a full 2D map of motions. Mov- 
able seismic detectors located by GPS technology can 
measure full 3D motion quite precisely, but only at a 
limited number of individual locations. For these rea- 
sons, much of the information displayed in Figure 3 
has never before been obtained. 

-CT71 I.1A w ny am yuakefinder wor*k? 
A number of ingredients contributed to the success of 
Quakefinder as a data mining tool. To begin with, 
it was based upon an integrated combination of tech- 
niques drawn from statistical inference, massively par- 
allel computing and global optimization. Secondly, sci- 
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entists were able to provide a concise description of the 
fundamental signal recovery problem. Thirdly, result- 
ing tasks based upon statistical inference were straight- 
forward to automate and parallelize on scalable plat- 
forms, while still ensuring accuracy. The issues of scal- 
able algorithm development and their implementation 
on scalable platforms that were addressed here are in 
fact quite general, and are likely to impact the great 
majority of future datamining efforts Finally, the rela- 
tively small portions of the overall task that were not so 
easily automated, such as careful measurement of fault 
location based on a computer-generated displacement 
map, are accomplished very quickly and accurately by 
humans in an interactive environment and did not pose 
an enormous bottleneck for the system. 

Conclusions and Future Directions 
A number of future data mining investigations are sug- 
gested by this work. One obvious one is its exten- 
sion to the continuous domain, measuring very slowly- 
varying processes instead of abrupt events. This will 
require the systematic incorporation of scalable I/O re- 
sources to allow the rapid ingestion and processing of 
continuous image streams, The generality of the ba- 
sic approach indicates that it will also prove scalable 
as detector and satellite resolutions improve. For ex- 
ample, plans are now underway for the development 
and deployment of satellites with 1 meter resolution or 
better. Extensions of Quakefinder will enable physical 
processes on the scale of centimeters to be straightfor- 
wardly detected and measured automatically, opening 
new avenues of geophysical analysis from satellite im- 
ages. 

The success of the fundamental technique used here 
has also created another problem, namely the need to 
register and catalogue the resulting scientific events 
systematically, rather than simply scattering them 
amongst flat files. The point here is that the events in- 
ferred by Quakefinder can be used as content-based in- 
dices to exploration of related remote-sensing datasets, 
such as Landsat, Synthetic Aperture Radar, and hy- 
perspectral data. The Conquest/Oasis project begin 
undertaken as a collaboration between JPL and UCLA 
is an example of a distributed querying and analysis en- 
vironment that can potentially exploit spatio-temporal 
events of the type inferred here (Stolorz et al. 1995). 

The Quakefinder system addressed a definite scien- 
tific need, as there was previously no area-mapped in- 
formation about 2D tectonic processes available at this 
level of detail. In addition to automatically measur- 
ing known faults, the system also performed knowl- 
edge discovery by indicating novel unexplained tec- 
tonic activity away from the primary faults that has 
never before been observed. It shows dramatically 
the power of a datamining engine that tackles well- 
posed scientific problems with a coordinated interdis- 
cplinary approach. There are several other areas that 
can clearly benefit from the application of datamin- 

ing techniques such as this, for example global climate 
change and natural hazard monitoring, One particu- 
larly intriguing prospect is the idea of performing mon- 
itoring tasks completely autonomously from largely 
self-directed spacecraft. This is a serious possibility 
for studies such as plate tectonics, because it is clear 
that almost no external information is needed to per- 
form the most important geometric corrections. 
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