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Abstract

We propose a model to represent knowledge in an
agent possibly participating to a multi-agent sys-
tem, such that the anchoring problem can be faced
by well known techniques. We discuss how this
model could reliably support the instantiation of
concepts by aggregating percepts affected by un-
certainty, sensed by several sensors, and obtained
from different agents.

Introduction

We present a model of knowledge needed for anchor-
ing in embodied agents, and a procedure to carry on
anchoring. A formal definition of anchoring and his
solution has been presented in (Coradeschi & Saffiotti
2000); we present an alternative approach to achieve
flexibility and overcome some issues emerging from
their approach. We consider this contribution as a fur-
ther step towards a sound formalization of the anchor-
ing problem, which puts in evidence how assessed Al
techniques can support its solution.

The agents that we are considering operate in an en-
vironment containing other physical objects. These are
perceived by smart sensors that translate some physical
features acquired by physical sensors, into information
(features) represented by an internal formalism shared
with the other modules of the agent. When this infor-
mation is used to maintain a model of the environment,
it is important that features referring to a physical ob-
ject be collected around an internal representation of
the same object, referred to as its perceptual image. The
problem of relating a perceptual image with the corre-
sponding physical object is part of the more general
problem known as Symbol Grounding Problem (Harnad
1990). In particular, it is relevant to relate the percep-
tual image with a concept, by instantiating it, since this
makes it possible to reason about the perceptual image
with categories typical of the corresponding concept.
An embodied agent anchors a physical object when it
can instantiate a concept compatible with the perceived
features, and maintain the relationship between such an
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instance and the physical object it refers to during its
activities.

We decided to study the anchoring problem in or-
der to design a model and realize a tool that could be
used in a wide range of robotics applications. These
applications often require an anchoring system, that, in
general, is hidden in the code and provides only an ad-
hoc solution. We have implemented a general, flexible
and extensible anchoring system, taking in considera-
tion some central issues in robotics such as: noisy mea-
surements, uncertainty and partial information. We did
not adopt the model proposed by Coradeschi and Saf-
fiotti since it had some drawbacks that we have over-
come by changing the approach to the problem:

e in their symbolic system there must be a symbol for
each object that has to be anchored; this enumerating
approach does not scale and it is not suited for appli-
cations with a large (eventually indefinite) number of
objects

¢ since symbols are not bound by any kind of relation
it is not possible to use inferential mechanisms in the
anchoring process; e.g. if I know that handles are
placed on doors and windows, I will never anchor an
object on the floor with the symbol “handle”

e a perceived object is anchored to a symbol only if it
matches all the predicates in the symbolic descrip-
tion. In this way, if descriptions are too detailed it
will be hard, with poor sensors, to match them with
perceived objects; on the other hand, general descrip-
tion may lead to anchor the same perceived object
with different symbols

e it is not defined how their model could be used with
information coming from different sensors

e it is not clear how they deal with uncertainty

Recently, they have submitted a further work on this
topic (Coradeschi & Saffiotti 2001) in which they extend
their model in order to solve some of the problems above
mentioned. Although some motivations do not yield
anymore, we think that our model is more flexible and
rigorous.

In the next section, we introduce a general model to
represent concepts and instances, and a procedure to re-



late them to the corresponding physical objects through
the respective perceptual image. The aim of this mod-
elling proposal is to provide a basis to make the knowl-
edge needed to the anchoring activity explicit, so that
it will be possible to implement standard libraries to
realize anchoring activities. As we will see, this is en-
abled by standard, largely available AI techniques. The
availability of libraries implementing such techniques
will make the development of autonomous agents much
easier than now, by supporting a rapid diffusion of this
technology.

We also discuss the role of physical sensors in this
process; in particular, the acquired information should
be enough to assign features to concept instances with
at least a certain degree of reliability. Some prob-
lems are related to this activity; among them, we men-
tion the perceptual aliasing problem (Whitehead & Bal-
lard 1991), where sensor information is not enough to
discriminate between two situations where the agent
should take different actions. Poor sensors may not be
able to provide the information needed to assign a per-
cept to the proper perceptual image, thus affecting the
anchoring performance. This problem is reduced by
designing appropriate smart sensor systems, with the
support of the proposed modelling approach. Object
tracking, another component of anchoring affected by
perceptual aliasing, can be supported by introducing
some model to consider past features and infer from
them the missing information.

The anchoring process is also important to provide
the agent controller with reliable data: instead of con-
sidering directly the input data, the controller may
be more robust by taking its input from a conceptual
model, maintained by anchoring, which is more reli-
able than simple data (Bonarini, Matteucci, & Restelli
2001).

The use of a symbolic model enables data fusion
among different sensors and agents operating in related
environments. Again, symbols are more reliable than
numerical data to be shared, and make it possible the
implementation of compact models and their effective
fusion. The higher the abstraction level of the symbol,
the higher its reliability and its expressive power. In
the third section, we discuss how our model applies to
multi-agent systems, by focusing on sharing knowledge,
and on how agents can take into consideration the in-
formation coming from the others, possibly maintaining
different models of the same physical objects, for differ-
ent purposes.

Knowledge representation and
anchoring

In this section, we first motivate anchoring, then we
introduce a model of the knowledge needed by the agent
to operate and the anchoring procedure, which maps
the real world to an effective internal representation.
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Motivations for symbolic models

In this presentation, our main motivation is to put in
evidence the knowledge needed for the anchoring pro-
cess, independently from the specific application, thus
opening the way towards the definition of general li-
braries able to face the various aspects of the anchoring
activity.

Some of the more important properties that can be
obtained by basing anchoring on a knowledge model are
summarized here below.

e noise filtering: using a conceptual model of the en-
vironment it is possible to filter out-layers and noisy
data coming from sensors; this produces more reli-
able information for the other modules controlling
the agent

o sensorial coherence: by fusing sensorial information
referring to the same objects, but coming from dif-
ferent sources, it is possible to check the coherence
of perception, thus enhancing fault tolerance and en-
abling on-line diagnosis

e virtual sensing: the model of the environment can be
used to infer new features, not perceived by physical
sensors, to be added to the local map by sensor fusion;
these new features can be considered as perceived by
virtual sensors, and are homogeneous to the physical
ones

e time consistency: the instances in the conceptual
model represent a state of the environment; it is pos-
sible to maintain and monitor its consistency in time;
this activity can be used to learn and check models,
i.e., detect whether the selected model is correct de-
spite changes in a dynamical environment)

o abstraction: the use of conceptual instances (see next
sections) instead of raw data, or features, in the be-
havior definition gives more abstraction in designing
robot behaviors, and robustness to noisy data; it also
facilitates design, since gives the designer the pos-
sibility to reason in symbolic terms. Moreover, the
information exchange is effective when agents of a
Multi-Agent System (MAS) share the same seman-
tics for symbols.

The formal model

The knowledge representation model we propose for an-
choring is based on the notion of concept and its proper-
ties. We generate an instance of a concept from the per-
ceptual image of a physical object. As already stated,
the building of such instance and its tracking in time
are the main activities of anchoring.

In a formal way, a property is a tuple

@)

where label denotes the property, DD is the set of all the
possible values for that property given a specific repre-
sentation code (e.g. for the colors we can use the set
{red, green, blue, ...} or the RGB space N?o,zss]) and p

p 2< label, D, p >,



represents a restriction of the domain ID for that prop-
erty in the specific concept:

p:Dp = p(Dy). ()

Two properties p; and po are compatible, p; ~ ps,
if they have the same label and domain or a mapping
between the respective domains. A property p; includes
pe if they are compatible and the restriction of domain
p1(D) is included in the restriction of domain py(D):

p1 Cp2 & (71 ~ p2) A (p1(D) C pa(DD)) (3)

A set of properties describes a concept C, which is
used in our model to represent the knowledge about
perceptual images of physical objects. Depending on
the concept and on the specific domain a property can
be classified as substantial or accidental (respectively S
and A in equation 4). Substantial properties are those
properties that characterize the immutable part of a
concept; for a given object, their values do not change
over time, and they can be used for object recognition
since they explain the essence of the object they repre-
sent. Accidental properties are those properties that do
not characterize a concept, their values for the specific
instance can vary over time, they cannot be used for ob-
ject recognition but are the basis of instance formation,
tracking and model! validation (see ahead). We admit
that perceptions for accidental properties can vary over
time.

C 2 {<p,x>}: x€{8,A}, 4)

For sake of ease we define the set of properties for a
concept as

P £ {p:peCi}, (5)
and the partial function ¢, defining the type of prop-

erty:
¢ : U(C’,- x P;) = {A,s}. (6)

The extension €(C) of the concept C is the set of
objects to which the concept applies (i.e. all possible
instances of that concept). The intension ¢(C) of the
concept C is the set of properties which a concept in-
volves in itself and which cannot be modified without
changing it (i.e. all substantial properties).

Example: concepts We have applied the described
model to our robotic agents operating in the RoboCup
domain, in the F-2000 league, where a team of four
robots play soccer against another four (Asada et al.
1999). Each robot should recognize at least the ball,
other robots, goals and walls; the established knowl-
edge of an agent contains the concepts of: object, ball,
playground, wall, robot, ally, opponent, defensive—goal,
attacking—goal. For each concept we define the substan-
tial and accidental properties (e.g., the concept ball is
characterized by its substantial properties such as shape
— round -, diameter — 20 ¢cm —, color — red —, and its
accidental properties, such as position and velocity).
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The fundamental structural relationships between
concepts are specialization and generalization. We say
that a concept C> specializes a concept C; (we denote
this by C2 = ¢(C1)) when it is defined by a superset of
C properties and compatible properties are included.
The formal definition of this specialization is

(1(C2) 2 L(C1)) A (e(C2) C €(Ch)), (7)
and, operatively, it is translated in
(P 2 P) A(pi 2pj) Vpi € P,Vp; €P.  (8)

Generalization is the inverse of specialization, so a con-
cept C» generalizes C; when it is described by a sub-
set of C, properties and compatible properties are sub-
sumed. Concepts C; and Cs may specialize C; in a
partial or a total way; we have a total specialization

iff
€(C2) Ue(Cs) = €(Ch), ©

otherwise we have a partial specialization. Concepts C2
and C5 may specialize C) in an overlapping way or an
ezclusive way; we have an exclusive specialization i f f

€(Cs) Ne(Cs) = 0, (10)

otherwise we have a overlapping specialization. In o0b-

ject oriented models and languages specialization is

generally referred as snheritance.

Using concepts it is possible to describe the knowl-
edge — domain specific and not — used by the agent dur-
ing the anchoring process. To explain how this knowl-
edge is used, we introduce the notion of model: given
D as the set of the known domains, a model M is the
set of all the concepts known by the agent referring to
the specific domain d € D, linked by relationships -
structural and domain specific. A relationship between
concepts can represent:

1. constraints which must be satisfied by concept in-
stances in order to belong to the model

2. functions which generate property values for a con-
cepts from property values of another (inference func-
tion)

3. structures which define structural constraint to be
used while reasoning about classification and uncer-
tainty

We have previously described an example of the third

type of relationship presenting the specification of a

concept
o C{C} x {C}. (11)
We will describe how this can be used to reason about

uncertainty in the next section.
The whole established knowledge of an agent is thus

defined as:
M= ] Ma.
deD
For instance, the model of the environment Mg C M is
the knowledge (concepts and relationships) concerning
the perceivable objects in the environment.

(12)
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Figure 1: The anchoring process

In the RoboCup domain we exploit all kind of rela-
tionships proposed in our model: constraints (e.g., there
is only one ball instance and its position is on the play-
ground), functions (e.g, the position of an object can be
computed from the relative position of that object with
respect to another object at known position), and struc-
tures (e.g., teammate and opponent, in this domain, are
a total and exclusive specialization of robot, which is a
specialization of the generic concept object).

The anchoring process

The environment is perceived by a situated agent as a
collection of concept instances. The property values for
these instances are sensed by means of smart sensors,
which analyze percepts and give an interpretation of
such percepts at a higher level of abstraction with the
aid of basic domain knowledge. As in any embodied sys-
tem, information extracted by sensors can be affected
by noise; reasoning at a higher level of abstraction can
be useful in order to reduce the influence of noisy data
on the anchoring process by taking in account sensorial
uncertainty.

Sensors produce a description of perceptual images
in terms of sets of features: one set of features for each
perceived object. Each feature f is represented as a
pair

f &< label,value >, (13)
where label is the symbolic name of the property the
feature refers to, and value is the value of the feature
belonging to an appropriate set of possible values ID.

This activity can be considered as the symbol ground-
ing (Harnad 1990) phase in the anchoring process: per-
cepts are interpreted as symbolic features to be classi-
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fied as concept instances and maintained in time. The
symbol grounding is demanded to smart sensors in or-
der to confine the uncertainty due to sensorial acquisi-
tion as close as possible to the source and to enhance
information about the percepts with a measure of reli-
ability.

These sets of features are processed by a module
called TIGER (Temporary Instance GEneratoR). It ex-
ploits the knowledge contained in the model of the en-
vironment Mg in a classification process v in order to
detect a concept matching the perceived object, thus
producing conceptual instances with the related degree
of reliability:

v:p({f} = {C} x Rp. (14)

In doing this, we use as classification criteria the de-
gree of matching of the features perceived by sensors
about the object and the substantial properties of the
concepts. After classification, all knowledge associated
to the concept, substantial and accidental properties,
can be used to reason about the concept instance.

The matching degree among concepts and features
describing an object in the environment can be com-
puted by a pattern matching algorithm (Apostolico &
Galil 1997) that takes into account that only partial de-
scriptions of perceptual images may be available, that
only substantial properties are relevant, and that not all
properties have the same expressive power in describing
a concept. Pattern matching for a concept C' is done
on the intension +(C) of the concepts but only instances
belonging to the extension ¢(C) of the concepts can be
accepted.

Pattern matching, as symbol grounding, has to deal
with uncertainty, since the classification process can be
affected by noisy features, partial descriptions of ob-
jects, and partial contradictions among concept prop-
erties or in relationships among instances. We define
8 the function that associates a concept instance to its
reliability value:

g: {U} - %[0'1]. (15)

Concept instances related to more intensive concepts
are less reliable, since they require more features match-
ing: .

¢(C1) C¢(Ca) = 6(C1) > 6(C2) (16)

Reasoning about uncertainty can be useful to drive
pattern matching and classification, since we can reduce
the uncertainty associated to an instance of a concept
by means of structural relationships properties such as
generalization. Moreover, different objects in the envi-
ronment, originating the same features, can be associ-
ated to the same instance of a concept; in this case, we
need to solve a perceptual aliaging problem by enhanc-
ing the sensorial apparatus of the agent.

The more abstract are the input data, the more gen-
eral are the modules that use them. For this reason we
introduced two layers at the beginning of the anchoring
process: smart sensors and the TIGER. Smart sensors



transform raw data in sets of features, thus giving a
uniform interface, common to every kind of sensor: it
doesn’t matter if we have a sonar or a camera, since
smart sensors return sets of features. TIGER rises fur-
ther the level of abstraction of input data: from sets of
features to conceptual instances, so that the following
modules can work with data that may come from dif-
ferent sources (e.g., communication with other agents,
virtual sensing, etc.). This will be even more evident in
the following section, when we will extend the model to
the multi-agent domain.

Since the same physical object may be perceived at
the same time by distinct sensors, the output of TIGER
may contain several conceptual instances that are re-
lated to the same physical object. The FUSION module
merges those conceptual instances that are supposed
to be originated from the perception of the same ob-
ject by different sensors (sensor fusion (Murphy 1996)).
The fusion of concept instances can be achieved through
clustering techniques (Fisher & Langley 1985). In lit-
erature are present many approaches to the cluster-
ing problem (Baraldi & Blonda 1999). We define as
cluster a set of concept instances related to concepts
that have “similar” values for the accidental proper-
ties, and whose extensions have a non-null intersection.
The meaning of “similar” is embodied by the following
partial function, defined only for compatible properties:

0 : pp, (D) X pp,(D) > {true,false}, 17

i.e., a function that given two values of compatible
properties p; and po returns true if the related concept
instances can coexist in the same cluster, false other-
wise.

Two concept instances, C; and Cs, can belong to the
same cluster if:

1. their accidental properties are similar:
Vp; € P1,ij ePR:

(i ~ ;) A ($(C1,p:) = A) A (6(Co2, p5) = A)
= &(pi,P;) = true
2. they are originated from different sources

3. the respective concepts are not mutually exclusive,
ie.

€(C1) Ne(Cy) # 0.

For instance, person and man are two compatible
concepts, while man and woman cannot belong to
the same cluster; moreover instances of concepts like
woman and soldier can belong to the same cluster
since some women are soldiers

A new merged concept instance (MC) is generated
for each cluster, and its accidental properties are de-
duced from the accidental properties of the cluster ele-
ments by a fusion process that takes into consideration
also their reliability values. A MC is an instance of
the most intensive concept among those relative to the
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C's belonging to the cluster, and its reliability is evalu-
ated by combining their reliability values, so that more
numerous clusters will produce more reliable MCs.
From all instances of concepts Cs and the model Mg
it is possible to infer new concept instances using rela-
tionships between concepts representing specific knowl-
edge for the application domain. We define as instance
of the environment model Mg the set of all concept
instances either derived from the anchoring process or
from inference on concept instances that are compatible
with the relationships contained in the model itself:

ﬂE = {U :C e ME} (18)

The state of the system represented by the model
instance Mg is the set of all values of accidental prop-
erties — time variant and not — of concept instances
belonging to the model itself.

The tracking phase of anchoring consists of maintain-
ing in time a coherent state of the model and a correct
classification of instances. This phase tries to match the
conceptual instances perceived in the past with those
generated by the latest perception. In doing that, ac-
cidental. properties have to be monitored in time using
state prediction techniques such as linear regression or
Kalman filtering (Kalman 1960). During tracking three
possible actions can take place in the Mg:

e inserting: the conceptual instance processed is new,
and has to be inserted in the Mg associated with an
identifier

e innovating: the conceptual instance processed is the
temporal evolution of one of those contained in the
Mg; the accidental properties are updated and its
reliability is increased

o obsoleting: when a conceptual instance in the Mg
has not been innovated by any conceptual instance
among those processed, its reliability is decreased

Example In the RoboCup domain, many robots are
equipped with sonar and vision systems. The smart
sensor associated with the sonar produces features re-
lated to the position of perceived objects, while the
smart sensor of the vision system produces features
related to position, color and dimension of perceived
objects. In a simplified example (without considering
reliability values) TIGER receives:
<sonar
<obj 1 < p 100> < 6 180> >
<obj 2 < p 230> < 0 315> > >
and
<vision
<obj 1 < p 250> < 6 313> <color red>
<dimensgion 18> > > .
Here, p is a distance in centimeters and 8 an angle in
degrees. From this input data TIGER produces two in-
stances of the concept object (object is a special concept
that is not described by any substantial property) for
the sets of features sent by the sonar, and an instance
of the concept ball for the set of features sent by the



vision system. Since ball is a specialization of object,
the FUSION module merges the conceptual instances
obj 2 from sonar and obj 1 from vision, with 240 cm as
p and 314 degrees as 6.

As already stated, the model we are presenting in
this section can be considered as the logical basis for
anchoring, but it is also suitable for classical activities
that an embodied agent has to accomplish:

o sensor fusion: features perceived by different sensors
can be aggregated if they refer to the same object in
the environment; this is done to collect as much in-
formation as possible about objects, to avoid percep-
tual aliasing, and to reduce noise using redundancy
in sensorial perception

o self-localization: we consider self-localization as the
process of instantiating the environment model, thus
obtaining Mg. This definition is a generalization
of the common notion of self-localization (Boren-
stein, Everett, & Feng 1996) since it enables reason-
ing about the own position not only in terms of ge-
ometrical model, but also in terms of more general
knowledge

e virtual sensing: the instantiation of a model of the
environment can be used to produce new informa-
tion applying state estimation techniques to theoret-
ical knowledge about the model. This new informa-
tion can be seen by the agent as new virtual features
produced by sensors looking at the model of the en-
vironment instead than considering the environment
itself

Extension to MAS

So far, we have dealt with world modelling processes
in a single-agent architecture. It is expected that in
a multi-agent context each agent could take advantage
of data perceived by its teammates. Having the op-
portunity to combine different local representations, it
is possible to build a shared viewpoint of the common
environment, that we call global representation. In do-
ing this, we suppose that each agent shares the same
ontology containing global concepts (GC).

The global representation builder receives as input
the instances of models produced by the local processes.
As we have already stated in the previous section, each
model instance contains a set of instances of concepts
(e.g., wall, robot, person, etc.). The agent having those
instances in its M is the source and specifies a relia-
bility value associated to the anchoring process, consid-
ering reliability of sensors in the operating conditions,
pattern matching, and so on. The anchoring process for
the global representation is the same described in the
previous section, starting from the FUSION module. In
this case we have no sensors, or better we have special
sensors (i.e. agents) producing conceptual instances in-
stead of sets of features.

A global representation gives to the MAS some in-
teresting qualities (that justify the flourishing of several
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recent works about this topic (Hugues 2000)(Nakamura
et al. 2000)(Jung & Zelinsky 2000)):

o robustness: the information coming from several
agents that are working together in a given environ-
ment can be referred to the same physical objects;
the global representation exploits such redundancy
to validate global concept instances

e ertensive sensing: a MAS is comparable to a super-
agent able to sense and act at the same time in dif-
ferent places. In this regard, the agents of a MAS
can be considered as virtual sensors supplying the
super-agent with information at a high level of ab-
straction to be merged in the global representation.
In this way, even if an agent cannot sense some phys-
ical objects, these may be perceived by other agents.
By sharing such information, each agent is provided
with an extensive (virtual) sensorial apparatus that
enables it to get a more complete knowledge about
its working environment

o fault tolerance: the global representation can be used
to identify and correct sensorial faults; in fact, by
comparing concept instances from different agents it
is possible to notice discrepancies. For instance, an
error in the localization of an agent affects the prop-
erty “position” of its concept instances. By using the
global representation it is possible to recover such an
error, by inferring the robot position so that its lo-
cal representation matches those of the other agents.
The effectiveness of this process is influenced by the
number of agents that share perception about the
same physical objects

e cooperation: in a MAS it is easier to achieve coordi-
nation by reasoning on a global model shared by the
agents. Since the global representation is the result of
a merge phase executed on the local representations
produced by the agents, a coordination process that
works on it gets the authority for assigning activities
to each agent, thus avoiding a complex negotiation
phase (Bonarini & Restelli 2001).

It is important to point out that the global repre-
sentation is not built in order to substitute the local
repregentation, but to supplement this by providing for
lacking information and by recovering possible errors.
Each agent weights the proper way of integrating the
information coming from the global representation, just
like it does with information coming from any sensor;
for this reason we refer also to the global representa-
tion as a virtual sensor. In this way, we exploit both
the accuracy and the autonomy supplied by the local
representation (useful for execution purposes) and the
completeness and robustness of the global one (useful
for coordination purposes).

The overall architecture

What we have presented above is integrated in a
behavior-based architecture augmented with a model



of the environment merging the characteristics of be-
haviors — in terms of reactivity, autonomy, reliability
and separation of concern at design time — with world
modelling facilities such as those mentioned here below.
The framework we have presented concerns the world
modelling part of a wider cognitive reference model (Ra-
dermacher 1996) that we adopted to design the archi-
tecture of our agents. It is organized in four layers each
representing a different level of abstraction in informa-
tion from raw data to theories and models (figure 2).

e 1 layer (data layer): extracts basic features from
raw data streams as a basis of eventual understand-
ing; this layer is the only agent’s cognitive interface
with the environment; the other layers work on fea-
tures extracted by this one or on abstract information
elaborated by other agents when present

e 2™ layer (concept layer): interprets and combines
features to identify basic concepts at a higher level
of abstraction (symbolic concepts) using previously
established domain knowledge

e 3™ layer (knowledge processing layer): processes
symbolic concepts to obtain more complex informa-
tion to be used for planning actions, communicating
and other reasoning activities; on this layer symbolic
concepts are used to select actions to be executed and
to infer structured knowledge

o 4% layer (theory and models layer): contains struc-
tured abstract models and theories to be used in in-
formation processing by the 274 and 4t layers; this
is the repository of established domain knowledge.

Intelligent sensors implement the data layer extract-
ing basic features from raw data streams. For instance,
omnidirectional vision (Bonarini 2000)(Bonarini, Aliv-
erti, & Lucioni 2000) provides relative positions and
distance of colored objects or the angular position of
vertical edges in the environment for autonomous robot
applications.

The World Modeler operates at the 2"¢ layer to in-
stantiate and maintain a conceptual model of the en-
vironment, anchoring symbolic concepts to features ex-
tracted from data by means of theoretical knowledge
belonging to the 4% layer.

Executive modules in the behavioral component of
the architecture belong to the Behavior Engine (Bonar-
ini et al. Submitted), which uses symbolic predicates
valued on concept instances to propose actions for the
agent. Complex predicates are built from the ground
ones by using logical operators to describe information
at a higher level of abstraction, and to enable inference.

The Planner (Bonarini & Restelli 2001) reasons on
models in the 4t% layer to produce goals as symbolic in-
put to the Behavior Engine; these goals are represented
by complex predicates used in selecting and blending
actions from different behavioral modules. Models in
the 4% layer can be abstract maps, graph representa-
tions, concept hierarchies, or concepts themselves, used
to forecast or simulate the result of future actions.
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Figure 2: The overall architecture

In this architecture, the world modeler builds a lo-
cal representation instancing a model of the environ-
ment Mg, realizing sensor fusion, anchoring, and self-
localization. Moreover, it is possible to enhance Mg
with information coming from other agents in a multi-
agent system obtaining, in such a way, global dis-
tributed sensing.

Answering the question ...

In this paper we have presented a formal model for an-
choring that puts in evidence how the anchoring prob-
lem is neither a new problem nor needs for new solu-
tions. Although a model for anchoring has been al-
ready proposed with some applications by Saffiotti and
Coradeschi (Coradeschi & Saffiotti 2000)(Coradeschi &
Saffiotti 1999), we propose an alternative modelling
approach to support the implementation of a general
framework for anchoring, also suitable for sensor fusion
and multi-agent communication.

The main advantages of the novelties introduced by
the proposed solution to the anchoring problem are

o general unifying model: our approach allows the com-
prehension of relationships between anchoring and
classical AI notions such as symbol grounding, pat-
tern recognition, state estimation, and clustering

e separation of concerns: we propose a framework on
automatic instancing of a symbolic model of the envi-
ronment from sensorial percepts given a correct for-
malization of knowledge about the environment thus



separating the design of sensorial apparatus from the
control architectures

o integrability of domain knowledge: the use of classic
knowledge representation languages suitable for ex-
pert system, allows to insert domain knowledge de-
riving also from human experts

As we have already stated we have applied this model
to the RoboCup domain. This domain can be classified
as loosely connected, due to the sensorial capability of
our agents and the particular environment. In fact, al-
though all our robots are equipped with omnidirectional
vision (Bonarini 2000), they cannot always perceive ev-
erything is happening on the field, because of image
resolution, and partial occlusions due to other robots.
Each robot maintains its local instance of the model,
which provides enough information for reactive behav-
iors; moreover, it exchanges with teammates informa-
tion aimed at the maintenance of a distributed global
model instance. We have made experiments where a
robot has been purposely blinded and it is localized by
other robots, which inform it about its position and
that of ball, goal and obstacles. Of course, the perfor-
mance of the blind robot could not be optimal, but it
was able to intercept the ball when playing as a goal
keeper, and to kick the ball in goal when playing as an
attacker.

We consider our model as a possible general formal-
ization of the anchoring problem, putting in evidence
how assessed Al techniques can support its solution.
Moreover, the framework we are presenting is suitable
for triggering special, active sensing behaviors, work-
ing as active anchoring processes (Saffiotti & LeBlanc
2000). Finally, we have presented how it can be easily
applied to multi-agent system applications increasing
robustness, reliability, and fault tolerance.
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