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Abstract

In this paper, an architecture for an emotion-based agent
and its application to a real robot, situated in a semi-
structured environment, is presented. This architecture
corresponds to an improved version of the one proposed
by Maqas et. al.. Both were developed based on a par-
ticular interpretation of the neuro-physiological findings
of Dam~isio and LeDoux, namely the concepts of stimuli
parallel processing, by LeDoux, and somatic marking,
by Dam~isio. Given several applications of this architec-
ture with virtual agents and in simulated environments,
the goal here was to study and evaluate the utility and
efficiency of this emotion-based agent architecture with
real robots and real environments.

Introduction

The study of the importance and influence of emotion in hu-
man cognitive processes has been under active research, par-
ticularly, in the neuroscience and psychology areas, and re-
cent results suggest that human emotions play in those pro-
cesses a role far more significant than what one could an-
ticipate. Nevertheless, besides these studies being far away
from conclusive results, it is not straightforward to establish
how the notion of emotion can be implemented in (virtual or
real) robots and what can be gained by doing this, in terms
of robot behaviours.

The work presented in this paper follows previous works
presented in (Ventura & Pinto-Ferreira 1998), (Ventura 
Pinto-Ferreira 1999), and (Cust6dio, Ventura, & Pinto-
Ferreira 1999). More recently, Marcia at. al. have proposed
an emotion-based agent architecture called DARE (Maq~s
et al. 2001a). In (Vale & Cust6dio 2001) the learning 
generalization functionalities of the DARE architecture were
discussed. All these works are based on two main concepts:
the double and parallel stimuli processing concept, proposed
by LeDoux (LeDoux 1996), and the somatic marker concept,
introduced by Dam~isio (Dam~tsio 1994).

The sensory information acquired using the agent sensors
is processed under a double perspective: a perceptual, ira-
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mediate one, which allows the agent to quickly react to ur-
gent situations, and a cognitive, elaborate one, which allows
the agent to identify what is seeing given what it already
knows from previous experiences. At the perceptual level,
the information extracted from the stimulus is simple, basic
and easily handled based on a set of built-in characteristics,
which provides a fast, but rough, assessment of the stim-
ulus (e.g., is it positive/negative, desirable/avoidable, rele-
vant/irrelevant, urgent/not urgent). At the cognitive level, 
more complex, rich, divisible, structured and hardly handled
representation is used based on all information extractable
from visual, audio and other sensors. This sophisticated rep-
resentation should provide a comprehensive identification of
the stimulus by the higher level cognitive systems.

Given these two informations, the DARE architecture in-
corporates a body state representation and a marking mech-
anism, which are used to (somatic) mark a stimulus ac-
quired from the sensors and, afterwards, stored in mem-
ory, together with a "good-or-bad" evaluation. Therefore,
an emotion-based agent is, in this work, an entity whose be-
haviour is guided by taking into account a rough evaluation
of the stimulus goodness or badness, an stimulus identifi-
cation based on past experiences, and a somatic marking
mechanism which allows to recall the impact of past simi-
lar stimuli into the agent body state. This mechanism can be
related with the concept of secondary emotions, as defined
by Damasio (Damzisio 1994), and used to anticipate action
outcomes and desirability (Maq,~s et al. 2001b).

The work presented here introduces new concepts and
modules in the architecture (namely, the idea of "background
feelings" -- an interpretation of the homonymous concept
introduced by Dam~isio (Dam~isio 1994) (Dam~isio 1999), 
set of behaviours to complement the set of primitive actions
available, the idea of motivation -- a specific body state in-
duces a particular behaviour, and a module of spatial evalua-
tion based on sonar information. Given several applications
of the DARE architecture with virtual agents and in simu-
lated environments, the goal here was to study and evalu-
ate the utility and efficiency of this improved emotion-based
agent architecture with a real robot in a real environment.

Environment

In this implementation, the robotic agent moves in a micro-
world defined as a closed area with some obstacles (boxes)
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inside it (Figure 1). The main purpose of the agent is 
keep its energy and strength internal levels above predefined
(instability) thresholds. In order to do so, there are colour-
ful signs, distributed along the micro-world, indicating either
presence of food or a place to rest (blue sign). Agent deci-
sions are taken according to its internal needs, in response
to external stimuli. When energy and strength levels show
values above the thresholds, the agent just rambles in the
micro-world and it plays with an orange ball, in case it finds
it. If one of those levels shows a value below the threshold,
the agent ought to satisfy that need, by looking for food or
some place to rest.

Figure 1: The world and the robot used for experimentation.

In this world, there are two kinds of food: good food
(represented by an yellow and turquoise sign), which incre-
ments agent internal level of energy, and rotten food (rep-
resented by an yellow and rose sign), that does not produce
any change in the agent body state. The idea is to force the
agent to learn, by experience, which food sign it must choose
when it has to eat.

The robot used in this application was the ’Nomad Scout
II’ model from Nomadic Technologies. Its most important
characteristics include: a ring of 16 sonars around it, an odo-
metric system and a CCD camera.

Agent Architecture

As mentioned before, the agent architecture described here is"
based on the one presented in (Mantis et al. 2001a). Figure 
presents the new proposed architecture.

This architecture incorporates the following main mod-
ules: i) Stimulus Processing, ii) Innate Part, iii) Stimulus 
ternal Image, iv) Memory, v) Internal Stimulus Evaluation,
vi) and Behaviour Anticipation and Selection.

Stimulus Processing

The process starts with the stimulus processing stage. Ex-
ternal stimuli are composed by three components that result
from the three sensors the agent has: the visual image, pro-
vided by the CCD camera, the information given by the ring
of sonars and the odometric data.

Figure 2: The emotion-based agent architecture.

Agent Innate Part

In order to bootstrap the robotic agent, some information
have to be provided beforehand. This predefined (innate) in-
formation includes a set of relevant features, a set of innate
meanings, one for each feature, a set of equilibrium values
for the body state components, and a set of predefined be-
haviours.

Innate Relevant Features This set of features is used
by the perceptual level of the architecture to extract basic,
but relevant, information from the stimulus. In this ap-
plication, a relevant feature is a color in the following set
{yellow, blue, orange, rose, turquoise} and the minimum
distance to an obstacle given from the three frontal sonars.

Innate Meanings The perceptual meaning of a stimulus is
established by associating an innate meaning with each one
of the extracted relevant features -- colors meaning and spa-
tial information (distance) meaning. An amount of yellow
and rose (or turquoise) in an image indicates the presence
of food. Similarly, an amount of blue or orange indicates,
respectively, the presence of a place to rest or a ball to play.

Concerning the minimum frontal distance, if it is below a
predefi ned threshold -- the contact distance -- then it means
the agent is in contact with an obstacle in front of it. A
distance value lower than another predefined threshold --
the security distance (greater than the contact distance) 
means that there is an obstacle near the robot. According to
the information provided by the ring of sonars, the obstacle
direction may be: forward, backwards, first quadrant, sec-
ond quadrant, third quadrant or fourth quadrant. If there is
an obstacle in front, or in the first or second quadrant, and
the amount of a certain colour, in the image, is greater than a
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predefined threshold, then the robot is considered to be close
to an object of that colour.

Body State Innate Tendencies The agent body state has
two components: energy and strength. Agent innate ten-
dency is defined as an homeostatic vector (HV), with a simi-
lar structure. The HV vector can be seen as the optimal body
state and its values remain constant all the time. When the
execution is started, its body state is stable, that is to say, the
HV and the body state components have equal values. As
the robot moves around the world, the energy and strength
of its body state decrease. If one of these components shows
a value below the instability threshold then the agent is fac-
ing a basic need, hunger or tiredness, which the agent ought
to satisfy as soon as possible.

By taking advantage of energy and strength variations, the
concept of the background feeling, introduced by Ant6nio
Damfisio (Damfisio 1994), has been incorporated in this ar-
chitecture. Damfisio has stated that background feelings
come from background emotions. Although these emotions
are directed to the body inside, one might observe them, out-
side, through a behavioural point of view. In order to make
use of this concept, in this particular application, four back-
ground feelings were defined: enthusiasm, apathy, vigour
and fatigue. Figure 3 shows how these feelings are estab-
lished based on the current levels of energy and strength.

STRENGTH

Figure 3: Background feelings definition.

The current background feeling has an influence upon the
robot movement speed: the robot moves faster when it has si-
multaneously background feelings of enthusiasm and vigour,
it moves slower when it has a background feeling of apathy
or fatigue (inclusive or), and it moves with an intermediate
velocity otherwise.

Another concept introduced in this architecture was the
concept of motivation. A motivation is just a specific body
state that leads to a particular behaviour. For this application
three motivations were defined: hunger and tiredness, which
lead the agent to eat and to rest, respectively, and the "wish
to play" motivation, which leads the agent to play with an
orange object (e.g., a ball), as soon as it sees it. This motiva-
tion is only active when the agent is not hunger or tired, i.e.,
the former motivations have a higher priority than the latter
one.

Behaviours A behaviour is a set of elementary actions per-
formed to achieve a certain goal. The agent may choose be-
haviours from the following list:

¯ Approach The agent moves forward towards a sign;

¯ Execute The agent eats or rests when it is close enough to
a sign;

¯ Play The agent thrusts the ball forward;

¯ Deviate The agent moves forward turning to the left (or
right);

¯ Avoid The agent stops and turns around;

¯ Plan The agent tries to reach a place (sign), where it have
already been in the past;

¯ Ramble The agent just keeps moving on, randomly;

Stimulus Internal Image

After extracting features from a stimulus a perception is cre-
ated and it will be used for internal image construction pro-
cess. Since there are two parallel stimulus processing lev-
els, there are, also, two distinct representations: a perceptual
image (Ip) and a cognitive image (!c). These images 
defined aiming at the evaluation of the stimulus both in a
perceptual and cognitive levels.

The perceptual image is defined based on the set of rel-
evant features. Thus, the perceptual image has six compo-
nents whose contents are the number of pixels from each rec-
ognized coiour and the minimum frontal distance, in meters.
On the other hand, the cognitive image is just the complete
visual image acquired from the CCD camera.

Internal Stimulus Evaluation

After constructing stimulus internal image, a Desirability
Vector (DV), associated with the perceptual and cognitive
images, is determined. The DV structure consists of two
boolean components: the first one referring to pain and the
second one referring to pleasure, both caused by external
stimuli. The pleasure component results from a logic sum
of three fields in which it is subdivided: pleasure associated
with the presence of food or a place to rest or a ball, whereas
the pain component will be one if the robot is in contact with
an obstacle

Perceptual Evaluation The perceptual evaluation makes
use of perceptual innate meanings to estimate the perceptual
DV (DVp). If the perceptual image component correspond-
ing to blue (or orange) color has a non-zero value, the 
pleasure value associated with "rest" (or the ball) is set 
one. In the same way, if the perceptual image components
corresponding to yellow and rose (or turquoise) have a non-
zero value, the DV pleasure value associated with food is set
to one. In other words, the simple detection of a relevant
stimulus (ball, food, rest) is enough to associate pleasure
with the stimulus. The agent will also associate pain with
the stimulus whenever the minimum frontal distance has a
value below the contact distance. In that case, the DV pain
component is set to one. All stimuli that generate a very
strong (perceptual) DV (one with the pain component equal
to one) require a fast reaction through an Avoid behaviour.
One of the key ideas of this architecture is that when facing
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an urgent situation, the perceptual level can deliver a fast de-
cision (by choosing an adequate behaviour) without waiting
for the cognitive evaluation.

Cognitive Evaluation In this evaluation, the cognitive DV
(DVc) is estimated by looking, into the memory, for similar
stimuli processed in the past. If there is no need for urgent
decision, the cognitive DV might override the perceptual DV.

The perceptual image of the current stimulus is used to
address the cognitive memory, in the sense that similar per-
ceptual images are more likely to be associated with similar
cognitive images. This could speed up the search for simi-
lar cognitive images. A cognitive image saved on a memory
frame is considered to be similar to the current cognitive im-
age if the difference between the data for the two images (the
one in memory and the current one) is within a predefined
range. This process is simply called cognitive matching. In
the case there is a cognitive match, the remaining frame in-
formation will be analysed. If the result corresponding to en-
ergy (or strength) is marked with success or insuccess, then
the DV pleasure component associated with food (or rest) 
set to one or zero, respectively. When there is no cognitive
matching, the perceptual DV will remain intact.

A perceptually desirable stimulus may occult a bad expe-
rience in the past. The cognitive evaluation has to ascertain
that desirability given past experiences. This allows for the
agent to learn what is really desirable or not. The existence
of two different kinds of food in this environment is a way to
test this basic learning mechanism.

Spatial Evaluation The spatial evaluation makes use of
innate meanings to produce a spatial assessment that pro-
vides the agent with a more reliable perspective about obsta-
cles in its vicinity. The resulting spatial evaluation is a vector
composed by eight boolean components indicating the pres-
ence of obstacles, in each one of the six predefined sonar-
based directions, and the agent proximity to a blue or yellow
object.

Memory

The agent has two different kinds of memory: a main mem-
ory, where information related to the most important stimuli
processed in the past is saved, and a medium-term memory,
FIFO like, where the coordinates of relevant places found
when the robot is traveling around the world are stored.

Main Memory The purpose of this memory is to avoid re-
peating undesirable situations for the agent body state equi-
librium. It is divided in two complementary memories: the
cognitive and the perceptual memories. The contents of the
second one is used to address the first one, as explained be-
fore.

Each cognitive memory position points to a structure
called frame. Frames are introduced in cognitive memory
grouped in sequences. A sequence starts when the agent
chooses the Approach behaviour and it ends up when the
Execute behaviour is executed. If an Execute behaviour does

not follow an Approach one, the sequence is considered to
be incomplete and therefore discarded from memory.

A frame contains the following information:

Cognitive data : The coordinates, in the image, of the cen-
ter of mass for each recognized coiour;

Energy Result : The impact of the sequence, in terms of
success or insuccess, on agent energy level;

Strength Result : The impact of the sequence, in terms of
success or insuccess, on agent strength level;

The perceptual memory is addressed using the informa-
tion related to colours present in the stimulus. Given the
number of pixels of each colour, the perceptual memory
will return a list of pointers to the cognitive memory, where
cognitive images, with similar amounts of each colour, are
stored

Medium Term Memory This memory is used to provide
information for the Plan behaviour. Each memory position
indicates the coordinates (z, g, 0) of a relevant location and
the type of object existing there (food or a place to rest). This
information is gathered when the agent moves close to a sign
that gives it pleasure, even when it does not eat or rest.

Behaviour Anticipation and Selection

As soon as the DV, the agent motivations and the spatial de-
scription are known, the process proceeds with the behaviour
anticipation and the consequent behaviour selection. The
agent anticipates the result of each one of the behaviours in a
sequential way, by the following order: Approach, Execute,
Deviate, Avoid, Play, Plan and Ramble. For each anticipa-
tion, a new DV, named DV*, is estimated. The DV* has the
same structure as the DV and it represents how desirable that
behaviour is according to present circumstances and previ-
ous experiences. The agent will choose the first behaviour
that allows it to anticipate pleasure and no pain. If no plea-
sure is anticipated, then the agent will choose the Ramble
behaviour. This anticipation process is performed based on
a set of predefined rules, given in Figure 4.

D’./’IPAINI DV’[~SUR~I
BEHAHOUR

Anticipates pain il’,,. ~* Antlcipat*s pleasure it...

It is close 6’ore a yeLLow / blue It ts hungry/tired and the stimulus
Approach object Is desirable from the food / rest

)omt of view
It n not close from a yellow / blue It is hungry I tired and the Ihmulul

Exrcut¢ object xs desirable from the food / rest
)omt of view

Dt, vta,~ It has detected an obstacle m front It has detected an obstacle m the I°

or 2e quadr~s
It has detected an obstacle It has detected an ob~cle m fi’ont

AvoJd backwards and in the T and 4o ~dinthe l°tnd2*quadeants
quadrants
It has detected an obstacle m front It wishes to play and the stimulus

Play ts desirable ~’om the ball point of
view

It Is not hungry/tired It iI hungry / tked and there’s a
Plan >lace with food I rest saved in

memory
Ra,nbk,

Figure 4: Behaviours vs. pain and pleasure evaluation.
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Results
For the sake of paper length, only a pair of snapshots taken
during a run is included in this paper. Each figure includes
the vision image acquired from the CCD camera, and the
current state information, which includes the body state val-
ues, the robot posture, the quantity of pixels for each colour
and the minimum frontal distance, the DV vector, the moti-
vation and the selected behaviour.

Figure 5: On the left, a snapshot at the beginning of the run,
and on the right, seeing and approaching a food sign.

At the beginning of the run, the robot is positioned on
a random location and its body state values are equal to the
HV (equilibrium) ones (320 for energy and 450 for strength).
Its motivation is "wish to play", but as it does not see the
bail, it starts rambling. When the agent gets very close to
an obstacle, it avoids it, and also avoids the places where it
collides with something. As soon as the agent gets a glimpse
of the ball (and it wishes to play), it is going to play. If the
energy component of agent body state falls to a value below
the instability threshold, the motivation changes to hunger
and the agent will approach the first food sign it detects (a
sign with yellow colour).

When the agent is close enough to the food sign, it starts
eating. The way the eat (and also the rest) behaviour has
been implemented was by making the robot rotate around
himself during a certain period of time. While the agent
is eating, the energy value increases till it reaches the HV
value. After that, the agent stores the location coordinates
in the medium term memory and selects a new behaviour. In
what concerns rotten food, the energy value does not change,
so the agent avoids that place after trying to eat for 10 sec-
onds. If the agent is hungry and it can not see any food sign
but it has, in its main memory, information about a location
where it has seen a food sign, the agent elaborates a simple
plan (based on odometric data) to return there. The same
happens when the agent is tired.

All the way to the location target, the agent will avoid any
obstacles that came along. Moreover, if by any chance the
agent sees another food sign, different from the planned one,
it will interrupt the plan and approach this new sign. If any
of these signs turn to be rotten food and the agent have al-
ready experienced that kind of food, the agent will recall this
bad experience and avoid the rotten food sign. shows the sit-
uation where the robot has already the food sign in its line of
view and adopts the Approach behaviour. Furthermore, no-
tice that the robot is seeing the ball but it ignores it, because

the "hunger" motivation is stronger that the "wish to play"
one.

Related work
The discussion concerning the relevance of emotions for
artificial intelligence is not new. In fact, AI researchers
as Aaron Sloman (Sloman & Croucher 1981) and Mar-
vin Minsky (Minsky 1988) have pointed out that a deeper
study of the possible contribution of emotion to intelligence
is needed. Recent publications of psychology (Goleman
1996) and neuroscience research results (Dam~tsio 1994;
LeDoux 1996) suggest a relationship between emotion and
rational behaviour.

Some researchers use emotions (or its underlying mech-
anisms) as a part of architectures with the ultimate goal
of developing autonomous agents that can cope with com-
plex dynamic environments. In this set is included the
work of Vel~isquez (Vel~isquez 1998a; 1998b), who devel-
oped a pet-robot based on Dam~isio’s ideas, and the work
of Breazeal (Breazeal 1999), who presented Kismet, a so-
cially situated robot, based on a control architecture integrat-
ing synthetic emotions.

Another architecture (Tabasco) was proposed by Staller
and Petta (Staller & Petta 1998), which is based on psycho-
logical theories of emotions. Other researchers focused their
work on the adaptation aspects of emotions, using it in re-
inforcement learning (Gadanho & Hallam 1998). There are
researchers who defend that emotion is a side effect of an
intelligent system (Sloman 1998), others defend the oppo-
site, i.e., emotion is the basis of emergent intelligent be-
haviour (Cafiamero 1997). The social role of emotion has
also been explored by several researchers using it to improve
societies of intelligent agents (Cafiamero & de Velde 1999;
Staller & Petta 1998; Aub6 1998). Some authors are now try-
ing to formalize the notion of emotion using different frame-
works, namely, the category theory (Arzi-Gonczarowski
2000), and decision theory (Gmytrasiewicz & Lisetti 2000).

Conclusions and Future Work
In what performance concerns, the results have shown that
in most of the experiments, the agent was able to survive
for a long period of time, by fulfilling its needs of food and
rest. The survival rate depends heavily on the environment
dimension and the number of signs available. The utilization
of the medium term memory allows the agent to formulate
plans for handling difficult situations. On the other hand,
the cognitive evaluation, based on the memory of cognitive
images, enables the agent to make adequate decisions when
it is potentially facing a bad (previously seen) experience.

The proposed architecture allowed the implementation of
an autonomous robotic agent, (i) where the goal definition
results from the agent behaviour and needs, i.e., it is not
imposed or pre-defined; (ii) where the agent is capable 
quickly reacting to environment changes due to the percep-
tual level processing; (iii) where the agent reveals adaptation
capabilities due to the cognitive level processing; and finally
(iv) where the agent is capable of anticipating the outcomes
of its actions, allowing a more informed process of decision
making.
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In what concerns the application of this architecture in so-
cial domains, one on-going experiment is the introduction of
another robot in the environment playing the role of preda-
tor. Besides fulfilling its needs, the agent must pay attention
to the predator and run away from it. To implement this, two
different approaches have been tested: i) first, by considering
that the agent does not know what a predator is; so the agent
has to learn how to deal with it based on the consequences of
being in contact with the predator, and ii) second, by assum-
ing a new relevant colour (the black colour as it is the colour
of the robots) with negative desirability; hence, the percep-
tual and cognitive levels will act by taking into account the
urgency of the situation (estimated based on the distance to
the predator).

Another work in progress is the application of this archi-
tecture in domains where social relationship is a key aspect
(e.g., a market world, where there is a set of agents acting
as consumers and/or vendors and a set of goods available for
selling or trading). This work has two main goals, on the one
hand, to study which kind of behaviours emerge from this
architecture and the type and extension of innate knowledge
needed in such environment. The experiments performed by
Dam,’isio, with normal people and patients with prefrontal
lobes lesions, using a simple deck game (Dam~isio 1994),
suggests that the somatic marking mechanism, implemented
in this architecture, could be sufficient to handle simple trade
decisions, particularly when the agent survival is involved.
However, as an environment of this kind could raise much
more complex social relations, which bring the need for ra-
tional decisions, for instance based on cost/benefit evalua-
tions, the second goal is to study how a rational decision
maker could be integrated within the proposed architecture.
Some interesting social relationships to be studied are coop-
eration, competition, negotiation and, of course, communi-
cation.
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