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Abstract

Multi-agent artificial decision systems require a praxeology,
or science of efficient action, that accommodates complex in-
teractions between decision makers. Conventional praxeolo-
gies are built on the paradigm of rational choice, which com-
prises the two companion premises of totally-ordered prefer-
ences and individual rationality. Exclusive self-interest when
negotiating, however, engenders a pessimistic and defensive
attitude, and limits the ability of a decision maker to accom-
modate the interests of others, and therefore may unneces-
sarily constrain the negotiability of a decision maker, partic-
ularly in cooperative environments. This paper provides a
distinct alternative to the hyperrationality of conventional ra-
tional choice by waiving reliance on the individual rational-
ity premise and offering an approach to negotiatory decision
making that is based on a well-defined mathematical notion
of satisficing, or being good enough, that permits the model-
ing of complex interrelationships between agents, including
cooperation, unselfishness, and altruism.

Introduction
Negotiation is a branch of multi-agent decision making that
involves the opportunity for repeated interaction between in-
dependent entities as they attempt to reach a joint decision
that is acceptable to all participants. But unless the interests
of the decision makers are extremely compatible, achieving
such a compromise will usually require them to be willing
to consider lowering their standards of what is acceptable if
they are to avert an impasse. For an agent to consider lower-
ing its standards, it must be.willing to relax the demand for
the best possible outcome for itself, and instead be willing to
settle for an outcome that is merely good enough, in defer-
ence to the interests of others. Defining what it means to be
good enough, however, is much more subtle than defining
what it means to be optimal, and any such definition must be
firmly couched in and consistent with the decision maker’s
concept of rationality.

Rational Choice

Fundamental rationality requires a decision maker to choose
between alternatives in a way that is consistent with its pref-
erences. Conseque_ntly, before a rational decision is possi-

ble, a decision maker must have some way to order its pref-
erences.

Definition 1 Let the symbols ">’-" and "~’" denote bi-
nary relationships meaning "is at least as good as" and
"is equivalent to," respectively, between members of a set
2" = {z, y, z,... }. The set 2’ is totally ordered if relation-
ships between elements of 2" are reflexive (z >- z), anti-
symmetric (z >" y & y ~ z ~ z ~-- y), transitive
(z >’- y & y Y- z ==# z >- z), and linear (either z _ y or
y _ z V z, y 6 2"). If the linearity condition is relaxed, then
the set is partially ordered. []

Once in possession of a preference ordering, a rational
decision maker must employ general principles that govern
the way the orderings are to be used to formulate decision
rules. Perhaps the most well-known principle is the classi-
cal economics hypothesis of (Bergson 1938) and (Samuel-
son 1948), which asserts that individual interests are funda-
mental; i.e., that social welfare is an aggregation of individ-
ual welfares. This hypothesis leads to the doctrine of ratio-
nal choice, the favorite paradigm of conventional decision
theory. Rational choice is based upon two premises.

P-1 Total ordering: a decision maker is in possession of a
total preference ordering for all of its possible choices
under all conditions (in multi-agent settings, this in-
cludes knowledge of the total orderings of all other par-
ticipants).

P-2 The principle of individual rationality: a decision
maker should make the best possible decision for itself,
that is, it should optimize with respect to its own total
ordering (in multi-agent settings, this ordering will be
influenced by the preferences of others).

A praxeology, or science of efficient action, is the philo-
sophical underpinning that governs the actions of a decision-
making entity. Conventional praxeologies are founded on
the paradigm of rational choice. For single-agent systems,
this equates to optimization, which typically results in max-
imizing expected utility. For multi-agent systems, rational
choice equates to equilibration: a joint decision is an equi-
librium if, were any individual to change its decision unilat-
erally, it would decrease its own expected utility. Rational
choice has a strong normative appeal; it tell us what exclu-
sively self-interested decision makers should do, and is the
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praxeological basis for much of current artificial decision
system synthesis methodology. The ratiocination for this
approach, as expressed by Sandholm, is that each decision
maker should

maximize its own good without concern for the global
good. Such self-interest naturally prevails in nego-
tiations among independent businesses or individuals
... Therefore, the protocols must be designed using a
noncooperative, strategic perspective: the main ques-
tion is what social outcomes follow given a protocol
which guarantees that each agent’s desired local strat-
egy is best for that agent--and thus the agent will use it
(Sandholm 1999, pp. 201,202).

This rationale is consistent with the conventional game-
theoretic notion that society should not be viewed as a gen-
eralized agent, or superplayer, who is capable of making
choices on the basis of some sort of group-level welfare
function. So doing, (Shubik 1982) argues, creates an "an-
thropomorphic trap" of failing to distinguish between group
choices and group preferences.

Anthropomorphisms aside, it is far from obvious that
exclusive self interest is the appropriate characterization
of agent systems when coordinated behavior is desirable.
Granted, it is possible under the individual rationality regime
for a decision maker to suppress its own egoistic preferences
in deference to others by redefining its utilities, but doing
so is little more than a device to trick individual rational-
ity into providing a response that can be interpreted as un-
selfish. Such an artifice provides only an indirect way to
simulate socially useful attributes of cooperation, unselfish-
ness, and altruism under a regime that is more naturally at-
tuned to competition, exploitation, and avarice. Luce and
Raiffa summarized the situation succinctly when they ob-
served that

general game theory seems to be in part a sociologi-
cal theory which does not include any sociological as-
sumptions ... it may be too much to ask that any so-
ciology be derived from the single assumption of indi-
vidual rationality (Luce & Raiffa 1957, p. 196).

Often, the most articulate advocates of a theory are also its
most insightful critics. Perhaps the essence of this criticism
is that rational choice does not provide for the ecological bal-
ance that a society must achieve if it is to accommodate the
variety of relationships that may exist between agents and
their environment. But achieving such a balance should not
require fabrication of a superplayer to aggregate individual
welfare into group welfare. What it may require, however,
is reconsideration of the claim that rational choice provides
the appropriate praxeology for synthesizing cooperative so-
cial systems.

State of the Art
There are many proposals for artificial negotiatory systems
under the rational choice paradigm, bounded in various.
ways to account for limitations in knowledge, computational
ability, and negotiation time. (Stahl 1977) and (Ruben-
stein 1982) propose models of alternating offers; these ap-

proaches are refined by (Shaked & Sutton 1984) to ac-
count for time constraints, and are further developed by
(Kraus & Wilkenfeld 1991a; 1991b; 1993), (Kraus, Wilken-
feld, & Zlotkin 1995), and (Kraus 1996) to incorporate 
time discount rate and to account for incomplete informa-
tion via the introduction of a revelation mechanism. These
approaches are based on a notion of perfect equilibrium,
which is stronger Nash equilibrium is that it requires that
an equilibrium must be induced at any stage of the nego-
tiation process. Similar manifestations of bounded ratio-
nality occur with (Russell & Wefald 1991), who present
a general framework for metareasoning via decision the-
ory to define the utility of computation. Others have fol-
lowed these same lines (see, for example, (Sandholm 
Lesser 1997), (Zilberstein 1998), and (Kaufman 1990)),
and yield optimal solutions according to performance cri-
teria that is modified to account for resource limitations.
Additional approaches to bounded rationality occur with
(Oaksford & Chater 1994), who provide a rational analy-
sis framework that accounts for environmental constraints
regarding what is optimal behavior in a particular context.
Another individual rationality-based approach is to involve
market price mechanisms, as is done by (Wellman 1993;
Mullen & Wellman 1995), resulting in a competition be-
tween agents in a context of information service provision.
(Ephrati & Rosenschein 1996) use the Clarke Tax voting
procedure to obtain the highest sum of utilities in an envi-
ronment of truthful voting. (Wangermann & Stengel 1999)
present a method of "principled negotiation" involving pro-
posed changes to an original master plan as a means of find-
ing a distributed optimal negotiated solution.

Another stream of research for the design of negotiatory
systems is to rely more heavily upon heuristics than upon
formal optimization procedures. The approach taken by
Rosenschein and Zlotkin is to emphasize special compro-
mise protocols involving pre-computed solutions to specific
problems (Rosenschein & Zlotkin 1994; Zlotkin & Rosen-
schein 1996c; 1996b; 1996a). Formal models which de-
scribe the mental states of agents based upon representa-
tions of their beliefs, desires, intentions, and goals can be
used for communicative agents (Cohen & Levesque 1990;
Cohen, Morgan, & Pollack 1990; Kraus & Lehmann 1999;
Lewis & Sycara 1993; Shoham 1993; Thomas et al. 1991;
Wellman & Doyle 1991). In particular, Sycara develops 
negotiation model that accounts for human cognitive char-
acteristics, and models negotiation as an iterative process
involving case-based learning and multi-attribute utilities
(Sycara 1990; 1991). (Kraus, Sycara, & Evenchik 1998)
provide logical argumentation models as an iterative process
involving exchanges among agents to persuade each other
and bring about a change of intentions. (Zeng & Sycara
1997; 1998) develop a negotiation framework that employs
a Bayesian belief update learning process through which the
agents update their beliefs about their opponent. (Durfee 
Lesser 1989) advance a notion of partial global planning for
distributed problem solving in an environment of uncertainty
regarding knowledge and abilities.

The above approaches offer realistic ways to deal with the
exigencies under which decisions must be made in the real
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world. They represent important advances in the theory of
decision making, and their importance will increase as the
scope of negotiatory decision making grows. They all ap-
pear, however to have a common theme, which is, that if a
decision maker could maximize its own private utility sub-
ject to the constraints imposed by other agents, it should do
so. Exclusive self-interest is a very simple concept. It is
also a very limiting concept, since it justifies ignoring the
preferences of others when ordering one’s own preferences.
The advantage of invoking exclusive self-interest is that it
may drastically reduce the complexity of a model of the so-
ciety. The price for doing so is the risk of compromising
group interests when individual preferences dominate, or of
distorting the real motives of the individuals when group in-
terests dominate. The root of the problem, in both of these
extreme cases, is the lack of a way to account for both group
and individual interests in a seamless, consistent way.

Middle Ground

Rather than searching for or approximating a narrowly de-
fined theoretical ideal, an alternative is to focus on an ap-
proach that, even though it may not aspire to such an ideal,
is ecologically tuned to the environment in which the agents
must function. If it is to function in a coordinative environ-
ment, it should not ignore the possibility of distinct group
interests, yet it must respect individual interests. It should
be flexible with respect to evaluations of what is acceptable,
yet it must not abandon all qualitative measures of perfor-
mance. Kreps seems to be seeking such an alternative when
he observes that

... the real accomplishment will come in finding an inter-
esting middle ground between hyperrational behaviour and
too much dependence on ad hoc notions of similarity and
strategic expectations. When and if such a middle ground
is found, then we may have useful theories for dealing with
situations in which the rules are somewhat ambiguous (Kreps
1990, p. 184).

Is there really some middle ground, or is the lacuna be-
tween strict rational choice and pure heuristics bridgeable
only by forming hybrids of these extremes? If non-illusory
middle ground does exist, few have staked claims to that
turf. Literature involving rational choice (bounded or un-
bounded) is overwhelmingly vast, reflecting many decades
of serious study. Likewise, heuristics, rule-based decision
systems, and various ad hoc techniques are well-represented
in the literature. Rationality paradigms that depart from
these extremes or blends thereof, however, are not in sub-
stantial evidence. One who has made this attempt, however,
is Slote (Slote 1989), who argues that it is not even necessary
to define a notion of optimality in order to define a common
sense notion of adequacy. He suggests that it is rational to
choose something that is merely adequate rather than some-
thing that is best, and that moderation in the short run may
actually be instrumentally optimal in the long run. Unfortu-
nately, Slote does not metrize the notion of being adequate.
It is far easier to quantify the the notion of bestness than it
is to quantify the notion of adequacy. Striving for the best
may be the most obvious way to use ordering information,

but it is not the only way. This paper presents a notion of
adequacy that is not an approximation to bestness---it is a
distinct concept that admits a precise mathematical defini-
tion in terms of utility-like quantities. The motivation for
pursuing this development is to soften the strict egoism of
individual rationality and open the way for consideration of
a more socially compatible view of rationality that does not
rely upon optimization, heuristics, or hybrids of these ex-
tremes.

A New Praxeology

The assumption that a decision-maker possesses a total pref-
erence ordering that accounts for all possible combinations
of choices for all agents under all conditions is a very strong
condition, particularly when the number of possible out-
comes is large. In multi-agent decision scenarios, individ-
uals may not be able to comprehend, or even to care about, a
full understanding of their environment. They may be con-
cemed mostly about issues that are closest to them, either
temporally, spatially, or functionally. A praxeology relevant
to this situation must be able to accommodate preference
orderings that may be limited to proper subsets of the com-
munity or to proper subsets of conditions that may obtain.

In societies that value cooperation, it is unlikely that the
preferences of a given individual will be formed indepen-
dently of the preferences of others. Knowledge about one
agent’s preferences may alter another agent’s preferences.
Such preferences are conditioned on the preferences of oth-
ers. Individual rationality does not accommodate such con-
ditioning. The only type of conditioning supported by indi-
vidual rationality is for each agent to express its preferences
conditioned on the choices of the others but not on their pref-
erences about their choices. Each agent then computes its
own expected utility as a function of the possible options of
all agents, juxtaposes these expected utilities into a payoff
array, and searches for an equilibrium. Although the equi-
librium itself is governed by the utilities of all agents, the
individual expected utilities that define the equilibrium do
not consider the preferences of others. A praxeology for a
complex society, however, should accommodate notions of
cooperation, unselfishness, and even altruism. One way to
do this is to permit the preferences (not just the choices) 
decision makers to influence each other.

Tradeoffs

At present, there does not appear to be a body of theory that
supports the systematic synthesis of multi-agent decision
systems that does not rely upon the individual rationality
premise. It is a platitude that decision makers should make
the best choices possible, but we cannot rationally choose
an option, even if we do not know of anything better, unless
we know that it is good enough. Being good enough is the
fundamental obligation of rational decision makers--being
best is a bonus.

Perhaps the earliest notion of being "good enough" is Si-
mon’s concept of satisficing. His approach is to blend ra-
tional choice with heuristics by specifying aspiration lev-
els of how good a solution might reasonably be achieved,
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and halting search for the optimum when the aspirations are
met (Simon 1955; 1990; 1996). But it is difficult to estab-
lish good and practically attainable aspiration levels without
first exploring the limits of what is possible, that is, without
first identifying optimal solutions--the very procedure this
notion of satisficing is designed to circumvent. Aspiration
levels at least superficially establish minimum requirements,
and specifying them for simple single-agent problems may
be noncontroversial. But with multi-agent systems, interde-
pendencies between decision makers can become complex,
and aspiration levels can be conditional (what is satisfac-
tory for me may depend upon what is satisfactory for you).
The current state of affairs regarding aspiration levels does
not address the problem of specifying them in multi-agent
contexts. It may be that what is really needed is a notion
of satisficing that does not depend upon arbitrary aspiration
levels or stopping rules.

Let us replace the premise of individual rationality with
a concept of being good enough that is distinct from being
approximately best. Mathematically formalizing a concept
of being good enough, however, is not as straightforward
as optimizing or equilibrating. Being best is an absolute
concept--it does not come in degrees. Being good enough,
however, is not an absolute, and does come in degrees. Con-
sequently, we must not demand a unique good-enough so-
lution, but instead be willing to accept varying degrees of
adequacy.

This paper proposes a notion for being good enough that
is actually more primitive and yet more complicated to quan-
tify than doing the best thing possible. It is a benefit-cost
tradeoff paradigm of getting at least what one pays for.
The reason it is more complicated to quantify is that it re-
quires the application of two distinct metrics to be com-
pared, whereas doing the best thing requires only one metric
to be maximized. As a formalized means of decision mak-
ing, this approach has appeared in at least two very different
contexts: economics and epistemology--the former is in-
tensely practical and concrete, the latter is intensely theoret-
ical and abstract. Economists implemented the formal prac-
tice of benefit-cost analysis to evaluate the wisdom of im-
plementing flood control policies (Pearce 1983). The usual
procedure is to express all benefits and costs in monetary
units and to sanction a proposition if the benefits are in ex-
cess of the estimated costs. The problem with this concept,
however, is that the individual interests are aggregated into
a single monolithic interest by comparing the total benefits
with the total costs. Despite its flaws, benefit-cost analysis
has proven to be a useful way to reduce a complex problem
to a simpler, more manageable one. One of its chief virtues
is its fundamental simplicity.

A more sophisticated notion of benefit-cost appears in
philosophy. Building upon the American tradition of prag-
matism fostered by Peirce, James, and Dewey, (Levi 1980)
has developed a distinctive school of thought regarding the
evolution of knowledge corpora. Unlike the conventional
doctrine of expanding a knowledge corpus by adding in-
formation that has been justified as true, Levi proposes the
more modest goal of avoiding error. This theory has been
detailed elsewhere (see (Levi 1980; Stirling & Morrell 1991;

Stifling & Goodrich 1999; Goodrich, Stifling, & Frost 1998;
Stifling, Goodrich, & Packard 2001)). The gist is that, given
the task of determining which, if any, of a set of propositions
should be retained in an agent’s knowledge corpus, the agent
should evaluate each proposition on the basis of two distinct
criteria--first, the credal, or subjective, probability of it be-
ing true, and second, the informational value1 of rejecting it,
that is, the degree to which discarding the option focuses
attention on the kind of information that is demanded by
the question. Thus, for an option to be admissible, it must
be both believable and informative--all implausible or un-
informative option should be rejected. Levi constructs an
expected episternic utility function and shows that it is the
difference between credal probability and a constant (the in-
dex of caution) times another probability function, termed
the informational-value-of-rejection probability. The set of
options that maximizes this difference is the admissible set.

Single-Agent Satisficing

Levi’s epistemology is to employ two separate and distinct
orderings--one to characterize belief, the other to charac-
terize value. This approach, originally developed for epis-
temological decision-making (committing to beliefs), may
easily be adapted to the praxeological domain (taking ac-
tion) by formulating praxeological analogs to the epistemo-
logical notions of truth and informational value. A natural
analog for truth is success, in the sense of achieving the fun-
damental goals of taking action. To formulate an analog for
informational value, observe that, just as the management
of a finite amount of relevant information is important when
inquiring after truth in the epistemological context, taking
effective action requires the management of finite resources,
such as conserving wealth, materials, energy, safety, or other
assets. An apt praxeological analog to the informational
value of rejection is the conservational value of rejection.
Thus, the context of the decision problem changes from the
epistemological issue of acquiring information while avoid-
ing error to the praxeological issue of conserving resources
while avoiding failure. To emphasize the context shift, the
resulting utility function will be termed praxeic utility.

Let us refer to the degree of resource consumption as re-
jectability and require the rejectability function to conform
to the axioms of probability. This new terminology empha-
sizes the semantic distinction of using the mathematics of
probability in a non-conventional way. Thus, for a finite ac-
tion space U, rejectability is expressed in terms of a mass
function pn: U~ [0,1], such that pR(u) _> 0 for all u E 
and Y],,euPR(U) = 1. Inefficient options (those with high
resource consumption) should be highly rejectable; that is, if
considerations of success are ignored, one should be prone
to reject options that result in large costs, high energy con-
sumption, exposure to hazard, etc. Normalizing PR to be
a mass function, termed the rejectability mass function, in-
sures that the agent will have a unit of resource consumption

llnformational value, as used here, is distinct from the notion
of "value of information" of conventional decision theory, which
deals with the change in expected utility if uncertainty is reduced
or eliminated from a decision problem.
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to apportion among the elements of U. The function PR is
the dis-utility of consuming resources; that is, if u E U is
rejected, then the agent conserves pR(u) worth of its unit of
resources.

The degree that u contributes toward the avoidance of fail-
ure is the selectability of u. Let us define the selectability
mass function, Ps: U ~ [0, 1] as the normalized amount of
success support associated with each u E U. Suppose that
implementing u E U would avoid failure. For any A C U,
the utility of not rejecting A in the interest of avoiding fail-

1 ifuEAure is the indicator function IA (u) = 0 otherwise 

The praxeic utility of not rejecting A when u avoids failure
is the convex combination of the utility of avoiding failure
and the utility of conserving resources:

¢(A,u) = odA(U) + (1--a) (I -- ~_,pR(v)) 
yEA /

where c~ E [0, 1] is chosen to reflect the agent’s personal
weighting of these two desiderata--setting o~ = i associates
equal concern for avoiding failure and conserving resources.

Generally, the decision-maker will not know precisely
which u will avoid failure, and so must weight the utility
for each u by the corresponding selectability, and sum over
U to compute the expected praxeic utility.

Dividing by o~ and ignoring the constant term yields a
more convenient but equivalent form:

~(A) = ~_, [ps(u) - qpR(u)] 
uEA

where q = L.~_. The term q is the index of caution, and pa-
rameterizes the degree to which the decision maker is will-
ing to accommodate increased costs to achieve success. An
equivalent way of viewing this parameter is as an index of
boldness, characterizing the degree to which the decision
maker is willing risk rejecting successful options in the in-
terest of conserving resources. Nominally, q = 1, which
attributes equal weight to success and resource conservation
interests.

Definition 2 A decision maker is satisficingly rational if it
chooses an option for which the selectability is greater than
or equal to the index of caution times rejectability. []

We adopt this notion of satisficing as the mathematical
definition of being good enough. The largest set of satisfic-
ing options is the satisficing set"

~q = argmca~@(A) = {u ¯ V:ps(u) > qpR(u)}. (1)

Notice that (I) is in the form of a likelihood ratio test,
since the selectability and rejectability functions are mass

functions. Equation (1) is the praxeic likelihood ratio test
(PLRT).

This concept of satisficing does not require that the set
of good-enough solution be non-empty. If it is non-empty,
however, fundamental consistency requires that the best so-
lution, if it exists (under the same criteria), must be a mem-
ber of that set.

Theoreml (a) q_< 1 ==~ ~q # O. (b) If~q # Othen
there exists an optimality criterion that is consistent with Ps
and pR such that the optimal choice is an element of Ea.

Proof (a) If ~q = 0, then ps(u) < qpR(u) Vu ̄  and
hence 1 = ~]~u~tips(u) < qY]~u~upR(u) = q, a con-
tradiction. (b) Define J(u) --- ps(u) - qpR(u), and let
u* = argmaxueu J(u). But J(u) >_ 0Vu ̄  ~q, and
since Zq # 0, J(u*) >_ maxue:~q J(u) >_ O, which implies
u* ¯ ~q. []

Individual rationality requires that a single ordering be
defined for each agent, and that all of its options be rank-
ordered with the best one surviving. This is an inter-option,
or extrinsic, comparison, since it requires the evaluation of
an option with respect to quantities other than those associ-
ated with itself (namely, ranking of all other options). The
PLRT provides another way to order, using two preference
orderings: one to characterize the desirable, or selectable, at-
tributes of the options, while the other characterizes the un-
desirable, or rejectable, attributes, and compares these two
orderings for each option, yielding a binary decision (reject
or retain) for each. Such intra-option comparisons are intrin-
sic, since they do not require the evaluation of an option with
respect to quantities other than those associated with itself.
This intrinsic comparison identifies all options for which the
benefit derived from implementing them is at least as great
as the cost incurred. This notion of satisficing is compatible
with Simon’s original notion in that it addresses exactly the
same issue that motivated Simon--to identify options that
are good enough by directly comparing attributes of options.
This notion differs only in the standard used for comparison.
The standard for satisficing ~ la Simon, as with individual
rationality in general, is imposed from without--it is extrin-
sic, since it relies upon external information (the aspiration
level). In contrast, the standard for satisficing h la the PLRT
is set up from within--it is intrinsic, and compares the posi-
tive attributes to the negative attributes of each option.

Intrinsic satisficing may be blended with Simon’s extrin-
sic approach by specifying the aspiration level via the PLRT,
rather than a fixed threshold. Searching then may stop when
the first element of ~q is identified. On the other hand,
searching may continue to exhaustion, and additional or-
dering constraints can be imposed on the elements of Eq
to identify an optimal solution (for example, see (Stirling,
Goodrich, & Packard 2001)).

Extension to Multiple Agents
Individual satisficing is defined in terms of univariate se-
lectability and rejectability mass functions that provide sep-
arate orderings for success and resource consumption, re-
spectively. Just as univariate probability theory extends
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to multivariate probability theory, we may extend single-
agent selectability and rejectability mass functions to the
multi-agent case by defining a multi-agent (joint) selectabil-
ity mass function to characterize group selectability and a
joint rejectability function to characterize group rejectabil-
ity. Given such functions, we may define a concept of multi-
agent satisficing, or jointly satisficing, as follows:

Definition 3 A decision-making group is jointly satis-
ficingly rational if the members of the group choose a vec-
tor of options for which joint selectability is greater than or
equal to the index or caution times joint rejectability. 1:3

For this definition to be useful we must be able to con-
struct the joint selectability and rejectability functions in
a way that accommodates partial preference orderings and
conditional preferences. To establish this utility, we first
introduce the notion of interdependence and define a sat-
isficing game. We then describe how the interdependence
function can be constructed from local orderings, leading to
emergent total preference orderings.

Interdependence

An act by any. member of a multi-agent system has possi-
ble ramifications throughout the entire community. Some
agents may be benefited by the act, some may be damaged,
and some may be unaffected. Furthermore, although the sin-
gle agent may perform the act in its own interest, or for the
benefit (or detriment) of other agents, the act is usually not
implemented free of cost. Resources are expended, or risk
is taken, or some other cost, penalty, or unpleasant conse-
quence is incurred by the agent itself or by other agents. Al-
though these undesirable consequences may be defined in-
dependently from the benefits, the measures associated with
benefits and costs cannot be specified independently of each
others due to the possibility of interaction. A critical aspect
of modeling the behavior of such a society, therefore, is the
means of representing the interdependence of both positive
and negative consequences of all possible joint actions that
could be undertaken.

Definition 4 Let {X1,... ,XN} be an N-member multi-
agent system. A mixturez is any subset of agents considered
in terms of their interaction with each other, exclusively of
possible interactions with other agents not in the subset.

A selectability mixture, denoted S = Sil ... Si~, is a mix-
ture consisting of agents Xil ,... Xi~ being considered from
the point of view of success. The joint selectability mixture
is the selectability mixture consisting of all agents in the sys-
tem, denoted S = $1 ... SN.

A rejectability mixture, denoted ~ = RA ... Rjt, is a
mixture consisting of agents XA ,... Xjt being considered
from the point of view of resource consumption. The joint
rejectability mixture is the rejectability mixture consisting of
all agents in the system, denoted R = R1 ... RN.

An intermixture is the concatenation of a selectability
mixture and a rejectability mixture, and is denoted ,S~ =

2Not to be confused with a mixture of distributions, which is a
convex combination of probability distributions.

Si~ ... Si~ RA ... Rjt. The joint intermixture is the concate-
nation of the joint selectability and joint rejectability mix-
tures, and is denoted SR = $1 ... SNR1 ... RN. []

Definition 5 Let Ui be the action space for Xi, / =
1,..., N. The product action space, denoted U = U1 x
¯ .. x UN is the set of all N-tuples u = (Ul,... ,UN)
where ul E Ui. The selectability action space associ-
ated with a selectability mixture S = Sil... Si~ is the
product space Us = Ui~ x ... x Uih. The rejectability
action space associated with a rejectability mixture R =
Rjl ...Rjt is the product space U~ = UA x ... x Uj~.
The interaction space associated with an intermixture $7~ =
Sit "" Si~ RA ... Rjt is the product space U,sT~ = U,s x
Un = Uit × "’" x Uih x Ujx x ... x Ujt. The joint inter-
action space is Usrt = U x U. []

Definition 6 A selectability mass function (smf) for the mix-
ture S = {Sia ... Si~} is a mass function denoted Ps =
Ps,~ ..... s~h : Us --+ [0, 1]. The joint smf is an smf for S,
denoted Ps.

A rejectability mass function (rmf) for the mixture
= {RA .... Rjt } is a mass function denoted ~ -

Pnj~ ..... nit: Uze --4 [0,1]. The joint rmf is a rmf for 1~
denoted Prt.

An interdependence mass function (IMF) for the inter-
mixture ,..q~ = {Sit ... Si~Rjl... Rjt } is a mass function
denoted psn = Ps, t ..... s~,n~t ..... n~, :Us x Un --+ [0,1].
The joint IMF is an IMF for Sit, denoted PSR. []

Let v E Us and w E U7¢ be two option vectors. Then
ps,n(v, w) is a representation of the success support asso-
ciated with v and the resource consumption associated with
w when the two option vectors are viewed simultaneously.
In other words, ps,n(v, w) is the mass associated with se-
lecting v in the interest of success and rejecting w in the
interest of conserving resources.

Satisficing Games

The interdependence function incorporates all of the infor-
mation relevant to the multi-agent decision problem. From
this function we may derive the joint selectability and re-
jectability marginals as

ps(u)

pR(V)

-- Z PS,R(U, V) (2)
vEU

= ~ PS,R(U,V) (3)

uEU

for all (u, v) E U x U. Once these quantities are in place,
a satisficing game can be formally defined.

Definition 7 A satisficing game for a set of decision mak-
ers {X1,... ,XN}, is a triple {U,ps,PR}, where U is a
joint action space, ps is the joint selectability function, and
PR is the joint rejectability function. The joint solution to a
satisficing game with index of caution q is the set

~q = {u E U: ps(u) _> qpR(u)}. 

84



~q is termed the joint satisficing set, and elements of ~q are
jointly satisficing actions. Equation (4) is the joint praxeic
likelihood ratio test (JPLRT). 

The JPLRT establishes group preferences and identifies
the joint option vectors that are satisficing from the group
perspective. The marginal selectability and rejectability
mass functions for each Xi may be obtained from (2) and
(3), yielding:

ps,(ui) = ~ psi ..... s,,(Ul,... ,uN) (5)

PR,(Ui)= PRa ..... RN (Ul,... , UN). (6)

Definition 8 The individual solutions to the satisficing game
{U,ps,Prt} are the sets

~.~ = {ui E u~: ps, (ul) > qpR,(ud}, (7)

where Ps, and PR, are given by (5) and (6), respectively, 
i = 1,... , N. The product of the individually satisficing
sets is the satisficing rectangle:

[]

It remains to determine the relationship between the
jointly satisficing set ~]q and the individually satisficing sets,
)’2.~, i = 1,..., N. Unfortunately, it is not generally tree that
either ~q C 9~q or ~q C ~q. The following result, how-
ever, is very useful.

Theorem 2 (The Negotiation Theorem) If ui is individu-
ally satisficing for Xi, that is, if ui E ~, then it must be the
ith element of some jointly satisficing vector u E ~q.

Proof This theorem is proven by establishing the contra-
positive, namely, that if ui is not the ith element of any
u E ]gq, then Hi ¢ ~.~. Without loss of generality, let
i = 1. By hypothesis, ps(ul,v) < qprt(ul,v) for 
v E U~ x ... x U/v, so ps,(u~) Z],,pS(Ul,V) <
q )-"~,, pR(Ul, V) = qPR1 (Ui), hence ui ¢ ~qi. []

The content of this theorem is that no one is ever com-
pletely frozen out of a deal---every decision maker has, from
its own perspective, a seat at the negotiating table. This is
perhaps the weakest condition under which negotiations are
possible. If ~q A fftq is empty, then there are no jointly sat-
isficing options that are also individually satisficing for all
players for the given value of q. The following corollary,
whose proof is trivial and is omitted, addresses this situa-
tion.

Corollary 1 There exists an index or caution value qo E
[0, 1] such that ]Eqo O ~ao ~ ~).

Thus, if the players are each willing to lower their standards
sufficiently by decreasing the index of caution, q, they may
eventually reach a compromise that is both jointly and indi-
vidually satisficing, according to a reduced level of what it
means to be good enough. The parameter q0 is a measure
of how much they must be willing to compromise to avoid
an impasse. Note that willingness to lower one’s standards
is not total capitulation, since the participants are able to
control the degree of compromise by setting a limit on how
small of a value of q they can tolerate. Thus, a controlled
amount of altruism is possible with this formulation. But,
if any player’s limit is reached without a mutual agreement
being obtained, the game has reached an impasse.

It may be observed that the negotiation theorem does not
provide for solutions which are both individually and jointly
satisficing for all agents. This requires separate efforts at co-
ordination in an active process of working toward an accord.
This process is explored in (Moon & Stirling 2001).

Synthesis
The joint IMF provides a complete description of the indi-
vidual and interagent relationships in terms of their positive
and negative consequences, and provides a total ordering for
both selectability and rejectability for the entire community
as well as for each individual. Basing a praxeology on the
IMF does not, at first glance, however, appear to conform to
the requirement to accommodate partial orderings, but first
glances can be misleading. Fortunately, the IMF, based as it
is on the mathematics of probability theory, can draw upon
a fundamental property of that theory, namely, the law of
compound probability, to simplify its construction.

The law of compound probability says that joint prob-
abilities can be constructed from conditional probabilities
and marginal probabilities. For example, we may con-
struct a joint probability mass function px,y(x,y) from
the conditional mass function PxlY(X[y) and the marginal
Pr(Y) according to Bayes rule, yielding px,r(x,y) 
pxw(x[y)py (y). This relationship may be extended to the
general multivariate case by repeated applications, yielding
what is often termed the chain rule.

Definition 9 Given an intermixture S~ =
Sil... Si~Rja...R j,, a subintermixture of $7"( is an
intermixture formed by concatenating subsets of G
and 7~: s.~l"R,1 = Sin 1 ...SivqRj, 1 ...Rj,,. where
{im,...,ipq } C {il,...,ik} and {jr~,..-,jr,} C
{ji,... ,je}. The notation SiT~i C S~ indicates that
SiT~i is a subintermixture of S’R..

The S~-complementary subintermixture associated with
a subintermixture Si~i of an intermixture ST¢, denoted
STi\Si~I, is an intermixture created by concatenating the
selectability and rejectability mixtures formed by the rela-
tive compliments of $1 and 7~i. Clearly, S~\S1Ri C $7~.
,57~ is the union of S~\SiT~I and S17-(1, denoted ,_q~ =

Definition 10 Let S~ be an intermixture with subinter-
mixture ,SiT~l. A conditional interdependence mass func-
tion, denoted PSn~T~ IS~n~, is a mapping of (Usn~n~ 
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Uslr¢,) into [0,1] such that, for every v E Usln,,
psn~s,n, ls,n, (.lv) is a mass function on Usn~slr¢,. 

All conditional interdependence mass functions must be
be consistent with interdependence mass functions. That is,
for ,$7~ an arbitrary intermixture with subintermixture $1 T61
with w 6 ,S7¢\81~1 and v E 817"4,1, Bayes rule requires
that

ps,~(v, w) = p~s,~llsln, (wlv) "psl~,(v). (8)
This is the chain rule applied to intermixtures. Repeated

applications of the chain rule provides a way to construct
global behavior from local behavioral relationships. To il-
lustrate, let {X1, Xz, X3} be a multi-agent system and let
S = S1S2 and ~ = R3. Then S’~ -- S1S2R3 and
SR\S~ = S3RxR2. The IMF is

PSi ,82,ss ,nt ,n2,n3 (vl, v2, v3, wl, w2, w3) 

PSS ,R, ,Ra l $1,5"2,Ra (V3, Wl, W2 I Vl, V2, W3 ) "Ps,,S2,Ra (Vl, V2, W3 ).

Now let $1 = 5’1 be a subintermixture of S1SzR3, so that
ST¢\,S1 = $2R3. We may apply the chain rule to this subin-
termixture to obtain

PS, ,s2,no (v l, v2, w3) --=PSt I s2,no (Vl Iv2, w3). PSz,Rs (V2, W3),

yielding

Pot ,So,So ,nl,n2,no (Vl, v2, v3, Wl, w2, w3) -’-

P so,n, ,n~ l s,,s~,no ( v3 , wl , w2 lvl , v2 , w3 
P̄s, I S2,n0 (vl Iv2, w3)’ Ps2,no (v2, w3). 

The term Pso,n,,n21s~,so,na (v3, wl, w2 Iv1, v:, w3) is the
conditional selectability/rejectability associated with X3 se-
lecting v3, Xx rejecting wl, and X2 rejecting w2, given
that Xx prefers to select v~, X2 prefers to select v2, and
X3 prefers to reject w3; Ps, Is2,R8 (vl Iv2, w3) characterizes
Xx’s selectability for vl given X2 prefers to select v2 and
X3 prefers to reject w3; andps2,Rs(v2,w3) is the joint se-
lectability/rejectability of X2 selecting v2 and X3 rejecting
w3. The various terms of this factorization may often be
simplified further. For example, suppose that X1 is indif-
ferent to X3’s rejectability posture, in which case we may
simplify Ps, IS2,n3 (Vl Iv2, W3) to become Ps~ Is2 (vl Iv2).

Clearly, there are many ways to factor the interdepen-
dence function according to the chain rule. The design is-
sue, however, is to implement a factorization that allows the
desired local interdependencies to be expressed through the
appropriate conditional interdependencies. The construction
of the interdependence function is highly application depen-
dent, and there is no general algorithm or procedure that a
designer should follow for its synthesis. There are, however,
some general guidelines for the construction of interdepen-
dence functions.

1. Form operational definitions of selectability and re-
jectability for individuals or groups, as appropriate from
the context of the problem.

2. Identify the local orderings that are desirable, and map
these into conditional selectability and rejectability func-
tions.

3. Factor the interdependence function such that the de-
sired conditional selectability/rejectability relationships
are products in the factorization.

4. Eliminate all irrelevant interdependencies in the factors.

Meso-Emergence

Although each of the conditional mass functions in the fac-
torization of the interdependence function is a total order-
ing, it is a local total ordering, and involves only a subset of
agents and concerns. Each of these local total orderings is
only a partial ordering, however, if viewed from the global,
or community-wide, perspective, since orderings are not de-
fined for all possible option vectors. By combining such
local total orderings together according to the chain rule, a
global total ordering emerges. The joint selectability and re-
jectability mass functions then characterize emergent global
behavior, and the individual selectability and rejectability
marginals characterize emergent individual behavior. Thus,
both individual and group behavior emerge as consequences
of local conditional interests that propagate throughout the
community from the interdependent local to the interdepen-
dent global and from the conditional to the unconditional.

Synthesizing the IMF exploits an emergence property
that is quite different from the temporal, or evolutionary,
emergence that can occur with repeated play games. To
differentiate these two types of emergence, let us refer to
the former as spatial emergence. Temporal emergence is
an inter-game phenomenon that produces relationships be-
tween agents with repeated play as time propagates, and spa-
tial emergence is an intra-game phenomenon that produces
relationships between agents as interests propagate through
the agent system with single-play. Perhaps the most com-
mon example of spatial emergence is the micro-to-macro,
or bottom-up phenomenon of group behavior emerging as
a consequence of individual interests, as occurs with social
choice theory (Sen 1979; Sandholm 1999) and with evolu-
tionary games (Axelrod 1997; Weibull 1995). A second ap-
proach is a macro-to-micro or top-down approach, where in-
dividual behaviors emerge as a consequence of group inter-
ests. Satisficing praxeology accommodates both of these ap-
proaches. It also points to a third approach, that of an inside-
out, or meso-to-micro/macro view, where intermediate-level
conditional preferences propagate up to the group level and
down to the individual level. Let us term this type of spatial
emergence meso-emergence.

The conditional selectability and rejectability mass func-
tions are constructed as functions of the preferences of the
other agents. For example, the local total ordering function
ps~ls2(.Iv2) characterizes Xl’s ordering of its selectability
preferences given that X2 prefers v2. This structure per-
mits X1 to ascribe some weight to X2’s interests without
requiring X1 to abandon its own interests in deference to
X2. By adjusting these weights, X1 may control the degree
two which it is willing to compromise its egoistic values to
accommodate X2.
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Discussion

The group decision problem has perplexed researchers for
decades. As (Raiffa 1968, pp. 233-237) put it over thirty
years ago, "I find myself in that uncomfortable position in
which the more I think the more confused I become." The
source of Raiffa’s concern, it seems, is that it is difficult to
reconcile the notion of individual rationality with the belief
that "somehow the group entity is more than the totality of
its members." Yet, researchers have steadfastly and justifi-
ably refused to consider the group entity itself as a decision-
making superplayer.

Satisficing game theory offers a way to account for the
group entity without the fabrication of a superplayer. This
accounting is done through the conditional relationships that
are expressed through the interdependence function due to
its mathematical structure as a probability (but not with the
usual semantics of randomness). Just as the a joint proba-
bility function is more than the totality of the marginals, the
interdependence function is more than the totality of the in-
dividual selectability and rejectability functions. It is only in
the case of stochastic independence that a joint distribution
can be constructed from the marginal distributions, and it is
only in the case of complete inter-independence that group
welfare can be expressed in terms of the welfare of the indi-
viduals.

The current literature on negotiation concentrates heavily
on ways to obtain just-in-time negotiated solutions that can
be accomplished within real-time computational constraints,
but it does so primarily from the point of view of individual
rationality. There is no reason, however, to limit consid-
eration to that perspective. This paper is an invitation to
expand to a broader perspective, and consider dealing with
the exigencies of practical decision making in the light of
satisficing game theory as well as with conventional theory.

Negotiation under (bounded or unbounded) rational
choice requires the decision maker to attempt to maximize
its own beneft. This is a valid, and perhaps the only reli-
able, paradigm in extremely conflictive environments, such
as zero-sum games, but when the opportunity for coopera-
tion exists, the rational choice paradigm is overly pessimistic
and unnecessarily limits the scope of negotiation.

The appeal of optimization, no matter now approximate,
is a strongly entrenched attitude that dominates current de-
cision making practice. There is great comfort in following
traditional paths, especially when those paths are founded
on such a rich and enduring tradition as rational choice af-
fords. But when synthesizing an artificial negotiatory sys-
tem, the designer has the opportunity to impose upon the
agents a more socially accommodating paradigm. The sat-
isficing game theory presented in this paper provides a so-
ciological decision-making mechanism that seamlessly ac-
counts for group and individual interests, and provides a
rich framework for negotiation to occur between agents
who share common interests and who are willing to give
deference to each other. Rather than depending upon the
non-cooperative equilibria defined (even if only approxi-
mately) by individual-benefit saddle points, this alternative
may lead to the more socially realistic and valuable equilib-
ria of shared interests and acceptable compromises.
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