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Abstract

Robots can recognize pitch, perceived loudness, or sim-
ple categories such as positive or negative attitude in
real-time from speech. Existing research has demon-
strated specialized systems able to perform these oper-
ations. Additionally, off-line classification has shown
that affect can be classified at rates that are better
than random although worse than human performance.
Taken together, this previous research indicates the pos-
sibility of real-time classification of a variety of affec-
tive states. We are exploring this problem with the even-
tual goal of designing an field-programmable gate array
(FPGA) based system that will rapidly process relevant
features in parallel.

Harsh Words and Robotics
It would be useful and amusing to make robots capable of
responding to emotional information in human speech. In-
deed this information could be used to train robots using
techniques like reinforcement learning. The muttering of
profanities to un-comprehending computers or automobiles
seems to indicate an innate desire for these machines to re-
spond.

This paper examines the possibility of designing a system
that would allow rapid response to the affective content of
speech. As a starting point, existing systems for real-time
processing of different aspects of speech are reviewed. Pro-
ceeding from this we will describe some work-in-progress
to design a FPGA that processes information derived from
speech in parallel.

Robotics and Emotions
In addition to the fiction of Kapek and Asimov, a variety
of literature has discussed the possibility of robots having
emotions (Sloman & Croucher 1981), responding to emo-
tions (Picard 1997), and displaying emotions (Breazeal &
Scassellati 1999). There are also a number of actual robots
such as Kismet and Sparky (Scheeff et al. 2000), which seek
to display emotions.

With robotics there has been a focus on “output” of mod-
els of emotional states while “input” still remains impover-
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ished. This is likely because systems to recognize emotional
states remain an area of active research.

Speech and Emotion
Emotion in speech can be conveyed in a variety of ways.
Prosodic information such as pitch, loudness, rhythm, and
stress can convey information about emotional states. Par-
alinguistic information such as attitude, intention, and phys-
iological state may also provide information related to emo-
tion. A plurality of definitions and an ongoing debate sur-
round the exact usage of the terms prosody and paralinguis-
tic (Schotz 2003). Emotion may also be conveyed in the
semantic information of spoken speech. However, one co-
nundrum facing researchers of emotions is that there are no
generally agreed upon models for emotions (Cowie et al.
2001).

Initial approaches to the problem of recognizing emo-
tional content of speech have often used statistical pat-
tern recognition techniques. For instance in “Recognizing
Emotion in Speech” describes a system that classifies utter-
ances using prosodic features and pattern recognition tech-
niques (Dellaert, Polzin, & Waibel 1996). Recordings from
speakers told to convey one of four emotions (happiness,
sadness, anger, and fear) were identified with 82% accu-
racy. More recently work has been performed to rank vari-
ous features in terms of their discriminative performance in
classifying emotion in speech (Fernandez & Picard 2005).
This work has begun to approach human classification per-
formance of speech in emotion. However, much of this pat-
tern recognition is performed in an off-line manner.

Real-time Processing of Prosodic Features
A variety of projects show that different prosodic features,
however can be computed in real time. The following sec-
tions review a few of these projects, as grouped by prosodic
feature.

Loudness
Transducing loudness in real-time is relatively straightfor-
ward, but making use of perceptual models for loudness
provides introduces some complexity. Using these mod-
els allows a more realistic approximation of how the hu-
man ear attenuates and perceives raw sound. One example



of a real-time system is provided by Tuomi and Zacharov
who describe an implementation of the Equivalent Rectan-
gular Bandwidth (ERB) loudness model (Tuomi & Zacharov
2000).

Robot audition provides special problems stemming from
noise due to motor activity. Nakadai et al. describe real-time
processing of loudness information while removing motor
noise with the aim of locating sound sources (Nakadai et al.
2001).

Pitch
Many prosodic features are derived from pitch and the vari-
ous algorithms by which it is extracted from the speech sig-
nal. Dubnowski et al. describe a hardware pitch detector that
operates at 10 kHz. Using a clipping and a simplified auto-
correlation algorithm, they show a working hardware imple-
mentation (even provding schematics) (Dubnowski, Schafer,
& Rabiner 1976).

Attitude
Making use of prosodic information such as the fundamental
frequency (F0) contours and phoneme alignment, Fujie et al.
describe a system that classifies negative or positive attitude
in real-time (Fujie et al. 2005). However, the system is
not hardware-based instead using ESPS C library for pitch
tracking.

ChAff
We have now seen a set of systems that use prosodic fea-
tures to classify emotional states. Additionally, we have seen
a variety of systems which compute some of these prosodic
features in real-time. Based on this we argue that is now pos-
sible to build a system which classifies the emotional state
of speech in real time.

The Chip for real-time classification of Affect (ChAff)
project is seeking to take many of these existing real-time
features and parallelize them. The approach of the project
is to build simulations making use of Mathwork’s Simulink
environment. After the simulations are validated we plan to
translate the underlying logic into a register transfer level
(RTL) description suitable for synthesis on an field pro-
grammable gate array (FPGA) based embedded system.

At the moment the project is in its initial stages. Thus
far we have implemented simple simulations. One real-
time simulation computes a root-mean-square (RMS) nor-
malized version of an input signal and feeds it into a filter-
bank whose center frequencies and bandwidths are defined
by the Bark-scale (Smith & Abel 1995). These signals are
in turn subjected to short-time analysis and thresholded to
provide an average of energy in particular frequency bands.

The project’s next steps are to implement a full-realized
perceptual loudness model such as Zwicker’s (Zwicker &
Fastl 1999). Following this, an implementation of an auto-
correlating / clipping pitch detector will follow.

At the present, we are making use of existing corpora of
speech which have been labeled with categories. However,
as the project progresses it is our hope to collect a new cor-
pus that better reflects the goal of realizing affect in speech

classification in real-time in the domain of robotics. We
are considering developing an on-line “guess my emotion”
game that will provide both speech samples and a variety of
labels.
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