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Abstract
We define a reduction system �� � which preserves the stable
semantics. This system includes two types of transformation
rules. One type (which we call �� �) preserves the stable se-
mantics regardless of the EDB (extensional database). So, it
can be used at compilation time. The other (which we call
���) does not preserve the stable semantics across changes
to the EDB. Thus, it should be used at run time. Nonethe-
less ��� can reduce the program size considerably and is
quadratic time computable. Sometimes �� � can transform a
cyclic program into an acyclic one. At these times, a satisfi-
ability solver can be used to obtain the stable models.

Introduction
Recent research (Babovich, Erdem, & Lifschitz 2000), has
shown that when the stable semantics corresponds to the
supported semantics, a satisfiability solver (e.g. SATO
(Zhang. March 1993)) can be used to obtain stable mod-
els. Let sys be any system that is capable of grounding and
completing a schematic program and clausifying the com-
pletion. This process, as indicated in (Babovich, Erdem, &
Lifschitz 2000), can be viewed as “preprocessing” the in-
put program. Interestingly, some examples are presented
in (Babovich, Erdem, & Lifschitz 2000) where the running
time of SATO is approximately ten times faster than SMOD-
ELS 1.
One of the conclusions drawn in (Babovich, Erdem, &

Lifschitz 2000) is that satisfiability solvers may serve as use-
ful computational tools in answer set programming. Our pa-
per presents results along the same line. We define a poly-
nomial time reduction system �� � that includes two types
of transformation rules. One type (which we call �� �) pre-
serves the stable semantics regardless of the EDB and can
be used at compilation time. The other (which we call �� �)
does not preserve the stable semantics across changes to the
EDB, so, should be used at run time. We propose to include
��� as part of the preprocessing stage of sys.
Sometimes ��� can transform a cyclic program into an

acyclic one. This idea is illustrated with the following ex-
ample program����:

Copyright c� 2001, American Association for Artificial Intelli-
gence (www.aaai.org). All rights reserved.

1one of the leading stable model finding systems (Simons 1997)

x � y.
x � y.
y � x.
p.
� � � � �����
c � ��
� � � � ��� ��

This program has two stable models ��� �� 	� �� and
��� 
� 	� ��. The supported models of the program include
the stable models but also others as well (e.g. �	� �� �� �� ��).
Reducing���� by ���, yields �

������:

x.
y.
p.
� � ��

One of our main results is that �� � preserves the stable
semantics so the set of stable models of ���� is the same as
that of �

������. Since ���� is acyclic, it has the same
supported models.
Our paper is structured as follows. In the next section, we

define the basic concepts of disjunctive logic program and
the rewriting systems ���� ���� ���. In the following sec-
tion, we describe some examples where the application of
��� helps in finding stable models by converting a cyclic
program to an acyclic one. In the section after that, we
present an algorithm for finding stable models. Finally, in
last section, we give conclusions.

Background
A signature � is a finite set of elements that we call atoms.
By �� we understand it to mean the signature of P, i.e. the
set of atoms that occurs in P. The language of propositional
logic has an alphabet consisting of

(i) proposition symbols: ��� ��� ���

(ii) connectives : ��	�����
��

(iii) auxiliary symbols : ( , ).

Where ��	�� are 2-place connectives, � is 1-place con-
nectives and 
�� are 0-place connectives. The proposition
symbols and 
 stand for the indecomposable propositions,
which we call atoms, or atomic propositions. A literal is
an atom, �, or the negation of an atom ��. Given a set of
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atoms ���� ���� ���, we write ����� ���� ��� to denote the set
of literals ����� ���������
A general clause, C, is denoted: �� � � � � � �� �

��� � � � � ��,2 where � � �, � � �, each �� is an atom, and
each �� a literal. When � � � and � � � the clause is an
abbreviation of �� � � � �� �� � �3, where� is �
. When
� � � the clause is an abbreviation of 
 � �� 	 � � � 	 ��

4.
Clauses of theses forms are called constraints (the rest, non-
constraint clauses). Sometimes, we denote a clause C by

���� ���, where 
 contains all the head atoms, ��

contains all the positive body atoms and �� contains all
the negative body atoms. We also use ��
���� to denote
�� � ���. When 
 is a singleton set, the clause can be
regarded as a normal clause. A definite clause (Lloyd 1987)
is a normal clause with �� � �.
A pure disjunction is a disjunction consisting solely of

positive or solely of negative literals. A (general) program,
� , is a finite set of clauses. As in normal programs, we use
������ � to denote the set of atoms occurring in the heads
of � . Given a signature�, we write ����� to denote the set
of all programs defined over �. We use �� to denote the
consequence relation for classical first-order logic. We will
also consider interpretations and models as usual in classical
logic.
The following defines a mapping from programs to nor-

mal programs. Given a program, � , we define ��� �
��� � �� �� � � � � �� � ��� � ���������� �����
�.
Given a non-constraint clause � := 
 � ������, we
write dis-nor(C) to denote the set of normal clauses: �� �
������� � �
 � ������� � 
�. We extend this definition
to programs as follows. If � is a program, let dis-nor(P)
denote the normal program:�

��������� �


��� �������

Given a normal program, � , we write �
�����
�� � to
denote the definite program that is obtained from � by re-
moving every negative literal in � . Given a definite pro-
gram, � ,���� � denotes the unique minimal model of �
(which always exist (Lloyd 1987)). Unless otherwise stated,
we work with disjunctive programs.
The following example illustrates the above definitions.

Let � be the program:

� � � � �	�
� � 
����

Then ������ � � ��� ��, and 
�� � ����� � consists
of the clauses:

� � �	����
� � �	����
� � 
����

�
�����
�
��� ����� �� consists of the clauses:

��
��
� � 
�

2��� � � � � �� represents the formula �� � � � � � ��.
3or simply �� � � � � � ��
4In fact � is used to define �� as �� �.

FinallyMM(Definite(dis-nor(P)))=��� ��.

Definition 1 (Supported model,(Brass & Dix 1997))
A two-valued model I of a (disjunctive) logic program P is
supported if and only if for every ground atom a with I �� a
there is a rule
������� in P with a� 
,I �� ������,
and I ��� 
 � ���.

The definition of the stable semantics for disjunctive pro-
grams is well known and can be found in (Gelfond & Lifs-
chitz 1988).
The following transformations are defined in (Brass &

Dix 1997; Brewka & Dix 1996) and generalize the corre-
sponding definitions for normal programs.

Definition 2 (Basic Transformation Rules)
A transformation rule is a binary relation on �����. The
following transformation rules are called basic. Let a pro-
gram � � ����� be given.5

RED�: Replace a rule 
 � ������ by 
 �
������� ������� ��.

RED�: Delete a clause 
 � ������ if there is a clause

� � � such that 
� � ��.

SUB: Delete a clause 
 � ������ if there is another
clause 
� � ��

� ����� such that 
� � 
, ��
� � ��,

��� � ��.
TAUT: (Tautology) Suppose � contains a clause of the
form: 
 ���� ��� and 
 � �� �� �, then we delete
the given clause.

Failure (F): Suppose that � includes an atom � ��
������ � and a clause  � !�
� such that � is a
positive literal in !�
�. Then we erase the given clause.

Contra (C): Suppose that � includes a clause where a lit-
eral appears both positively and negatively in the body of
the given clause. Then, we remove that clause.

Definition 3 (Dloop(Dp), (Arrazola, Dix, & Osorio 1999))
For a program ��, let ������� �� � �
����
�����
�
�� � ���������. The transfor-
mation Dloop(Dp) reduces a program �� to ��:=
�
 � ������ � ��� �� � ������� � ��. We assume
that the given transformation takes place only if �� �� ��.

Example 1 After applying Dp to the program Easy de-
scribed earlier, we obtain:

x � y.
x � ��
y � 
�
p.
� � � � ��� ��

Let Dsuc be the natural generalization of suc (Brass et al.
2001) to disjunctive programs, formally:

Definition 4 (Dsuc, (Arrazola, Dix, & Osorio 1999))
Suppose that � is a program that includes a constant clause
� and a clause 
 � !�
� such that � � !�
�. Then we
replace this clause by the clause 
 � !�
� � ���.

5We use �� �
� �� to denote that we get �� from �� using the

transformation � .



Definition 5 Let P be a disjunctive logic program and a be
an atom such that � � �� . We define � � ���� as follows:

� � ���� �� �� � ���� � � � ��

where � � ���� is defined as follows:

������ ��

�

 � ��� � ������� � ���� if � �� ��

� otherwise

Definition 6 (W-N-A)
Let �� be a disjunctive logic program and a an atom such
that � � ��� . If �� � ��� ��	
� � and �� � ��� ��	
� ��,
then the transformationW-N-A transforms �� to �� �� ���
����.

By �� ��	
� � we mean that � � �� where �� relates to
�� in the reflexive and transitive closure of the transforma-
tion���� over �����.

Example 2 Let P be the following program:

� � � � ���
� � ������
� � ��

� �� ��

Applying the transformation rule W-N-A, we get the follow-
ing program:

� � ���
� � ���

Definition 7 (W-EQ)
Let �� be a disjunctive logic program and a,b be two
atoms such that �� � � ��� . If �� � ��� ��	
� � and
�� � ��� ��	
� � then we replace every atom b in �� by
the atom a and add the clause �� �.

Example 3 Considering the program of the example 1 and
applying the transformation rule W-EQ we get the following
program:

x � x.
x � 
�
x � 
�
y � 
�
p.
� � � � ��� ��

The clause x can be substituted for x � x..

Definition 8 (���,���,���)
Let ��� be the rewriting system based on the transforma-
tions �SUB, RED�, RED�, Dp, Dsuc, Failure�. Let ��� be
�Contra, Taut, W-N-A, W-EQ �. Let ��� be ��� � ���.

We do not include the well known GPPE transformation
(defined in (Brass & Dix 1997)) in �� � because GPPE can
cause the program to grow exponentially (Brass et al. 2001).
The following results suggest that it makes sense to reduce
a program by ���, because this reduction can be computed
efficiently.

Example 4 Considering the program Easy from the intro-
duction. Applying the rewriting �� � system until we can
not apply more any transfirmation we get the following pro-
gram:

x.
y.
p.
� � ��

This program is equal to the program red(Easy) from the
introduction.

Lemma 1 (��� is quadratic time computable)
Let � be a program and �� a reduced form of � under �� �

(i.e. �� is obtained from � by a sequence of reductions from
� and �� cannot be reduced any further by �� �). Then ��

is quadratic time computable with respect to the size of � .

Proof. Dp is the most expensive reduction. Clearly
�
�����
�
��� ����� �� is obtained in linear time. Com-
puting the minimal model of a Definite program is linear
time computable and so Dp is linear time computable. Ev-
ery reduction step decreases the size of the program. So, the
entire process is quadratic time computable.

Lemma 2 (��� is cubic time computable)
Let � be a program and �� a reduced form of � under �� �.
Then �� is cubic time computable with respect to the size of
� .

Proof. Clearly W-EQ is the most expensive reduction. For
each pair of atoms we must check whether������ ��	
� �
and������ ��	
� �. This check can be carried out in linear
time. The desired result follows. Note that, in the algorithm
that apply the trasformation rule W-EQ is not necesary to
add the clause � � �. Then W-EQ keeps the size of the
program.

Lemma 3 (STABLE is closed under ��� )
Let �� and �� two programs related by any transformation
in ���. Then �� and �� have the same stable models.

Proof. By definition 8, �� � � ��� � ��� and it is well
known that ��� � ���� is closed under stable models (see
(Brewka, Dix, & Konolige 1997)). Then we only have to
prove that ��� and �� are closed under stable models. But
it is also well known that ��� � � W-N-A, W-EQ� is closed
under stable models (see (Brewka, Dix, & Konolige 1997)).
Then it suffices to prove that W-N-A, W-EQ and Dp are
closed under stable models.

W-N-A: Let P be a disjunctive program, and a a atom
such that the assumptions of W-N-A are satisfied. Then
� �� � � ���� and also � � ���� �� �� � ����� �
���� �	�
��� � � ����. �� �� �� denotes that �� is
equivalent to �� in intuitionistic logic and �� �	�
��� ��

denotes that stable-models(��) = stable-models(��)

W-EQ: If �� ����� ��. Then we have to prove that
�� �	�
��� ��. By using the substitution theorem ( see
5.2.5 from (van Dalen 1980)) one can prove that � � ��

������ �� (equivalent under intuitionistic logic). Then
�� �	�
��� �� � �� � �� by (van Dalen 1980). Then by
GPPE and TAUT �� � �� � �� �	�
��� ��, finally by
transitive property �� �	�
��� ��.

Dp: Let A be �������. It is easy to show that for every
stable model� of ��,��� � �. Thus ����� �	�
���

��. It is easy to prove that �� � �� �� �� � �� and by



(Pearce 1999) it follows that �� � �� �	�
��� �� � ��.
Hence, �� � �� �	�
��� ��. Since the atoms in � do not
occur in the head of ��, then ����� �	�
��� ��. Finally,
�� �	�
��� ��.

Some applications of ��� in answer set
programming

The following example illustrates how �� � can be used in
answer set programming. Consider the program �� (a
slight variant of a program in (Babovich, Erdem, & Lifschitz
2000)).

in(U,V) � out(U,V) � ������� ���
� ������� ��� ����� ���
����� ��� � � � ��
� ������� ��� ����� ���
����� ��� � � � ��

reachable(V) � 	�
������� ���
� ���
reachable(V) � ������� ���


������������ ����� ���
� 	�
�������
�
������������

This program calculates the Hamiltonian cycles of a directed
graph, where the graph is defined by the facts vertex and
edge; 0 is assumed to be one of the vertices. The authors
of (Babovich, Erdem, & Lifschitz 2000) showed that ��
with the extension database ��:=� vertex(0), ver-
tex(1), edge(0,0), edge(1,1) � does not have
any stable models, but has supported models (Babovich, Er-
dem, & Lifschitz 2000). However, instantiating6 and reduc-
ing����� using ��� we obtain the acyclic program���.

�
� �
���������
��

reachable(0) � ���
� 
��
in(1,1) � out(1,1).
in(0,0) � out(0,0).

Its stable and supported semantics correspond. Since ���

has no supported models, then it has no stable models.

The rule Dp was not required in the reduction of
�� (e.g. the system ��� � ���� applied to ��
also yields ���). The following example illustrates
a situation where Dp is required. Let �� be the
extensional database � v(0), v(1), v(2), v(3),
edge(0,1), edge(2,3), edge(3,2) �. By in-
stantiating and reducing the program �� � �� with the
transformation rules ��� � ���� we get the program���:

6We are using lparse for this purpose.

� �
������������
� �
������������
� �
������������
� �
���������
��

reachable(1) � ���
� ���
reachable(2) � 
������������ ����� ���
reachable(3) � 
������������ ����� ���
reachable(1) � 
���������
�� ���
� ���
in(3,2) � out(3,2).
in(2,3) � out(2,3).
in(0,1) � out(0,1).

Observe that ��� has no stable models but has supported
models. Moreover,��� has clauses with positive cycles.

Instantiating and reducing�� ��� with ��� we get the
program���:

�
� �
������������

in(3,2) � out(3,2).
in(2,3) � out(2,3).
in(0,1) � out(0,1).

In this case, Dp eliminates the clauses causing cycles. So
Dp removed undesirable supported models.

These examples demonstrate how the use of Dp can pro-
duce acyclic programs, and so helps in eliminating undesir-
able supported models.

Another interesting example is the shortest path problem:



const n = 30
num(0..c).
s le(X1,Y1,C) � �������� ��� ���
s le(X1,Y1,C) � ��������� ��������� ���������

num(C),num(C1),num(C2),
edge(X1,Z1,C1),
short(Z1,Y1,C2), C=C1+C2.

short(X,X,0) � ��������
short(X,Y1,C) � �������� ���������

num(C), X != Y1,
s le(X,Y1,C),
not s l(X,Y1,C).

s l(X1,Y1,S) � ��������� ���������
num(S),num(C1),
s le(X1,Y1,C1), C1<S.

������� ��� ������������� ��� ������� �� ���
� �������� ������� ������� ���
� �������� ������� ������� ���
� �������� �������� ���������
path(X,Y),path(X,Y1),
neq(Y,Y1).
� �������� �������� ���������
path(X,Y),path(X1,Y),
neq(X,X1).

r(X) � �������
r(X) � � ����� �������� ��������

r(Y),path(Y,X).
k(X) � �������� �������� ������� ���
k(Y) � �������� �������� ������� ���

� �������� !���� ���
����
� ������� ���
����

cost(X,Y,C) � �������� �������� � �����
path(X,Y), edge(X,Y,C).

cost(X,Y,C) � �������� �������� ��������
num(C),num(C1),
num(C2),path(X,Z),
edge(X,Z,C1),
cost(Z,Y,C2),
C = C1 + C2.
� � ����� � ������ �������
fin(D), cost(A,D,C),
short(A,D,C1), C > C1.

Considering the EDB :=

�������� �� ��� ������� �� ��� ������� �� ��� ������� �� ���

the size of the instantiated program is 5110 atoms, while the
size of the reduced program (after applying �� � ) is 812
atoms. Moreover, the reduced program is acyclic.

Now we present some experimental results using normal
programs. In order to use SATO, it was necessary to get the
clausal form of the program after finding the Clark’s com-
pletion.7 For this, we used Wilson’s method, which has lin-
ear time complexity (Wilson 1990). We considered the well
known queens-n problem of placing n queens on a chess-
board so that none are attacked. The following program
"�

��models the problem.

7Clark’s completion is a characterization of supported models.

const n=15.
pc(1..n).
d(I,J) � ���"�� ���#�����
��"� #��
otro(I,J) � ���"�� ���#�� ���#���

����#� #��� ��"� #���
ig(X,X) � ������

� ���"�� ���#�� ���"��� ��$�"� "���
��"� #�� ��"�� #��
� ���"�� ���#�� ���"��� ���#���
��"� #�� ��"�� #��� �����"� #� "�� #���

diag(I,J,I1,J1) � ���"�� ���#�� ���"��� ���#���
���%�� "� � "� %� #� � #� %�

diag(I,J,I1,J1) � ���"�� ���#�� ���"��� ���#���
���%�� "� � "� %� #� � #� %�

This program is acyclic, so, SATO can be used (after com-
pleting the program). With n = 15 (i.e. 15 queens) the
run time of SATO was of 3.54 seconds and the run time
of SMODELS was of 11.80 seconds. With n = 17 the
run time of SATO was of 7.60 seconds and the run time of
SMODELS was of 97.80 seconds.8.

An Algorithm for finding stable models
As previously pointed out, SATO can sometimes be used to
find stable models in a much faster way than SMODELS.
Therefore it makes sense to consider an approach that first
attempts to convert a cyclic program into an acyclic one.
Moreover, it is also helpful to reduce the cyclic program as
much as possible. We are therefore interested in transfor-
mations which preserve the set of supported models. The
transformation By-Cases is useful in this respect.

Definition 9 (By-Cases (B-C),(Nieves & Cervantes 2000))
Let P be a normal logic program. �� result from � if the
following condition holds. Suppose � is an atom. Let
�� �� ���������� � ���� � �������� � �� and
�� �� ����� � ������� � �������� � ��. Let � �

�
and � �

� programs resulting from �� and �� respectively by
applying ����� and let � �� ��� � � � �

� � � �
�� Then the

transformation !� � ���
� derives � � ��� where � � �
and � �� �. In order to emphasis the role of a, b then we
write !� � ���
�
� .

9

Lemma 4
The transformation rule By-Cases is closed under supported
models.

Proof.
Straightforward.
The transformation rule By-Cases is not closed under Sta-

ble Models Semantics. Let � be the following program:
�� �� �� ��� �� ��
�� ��� �� ��� �� ���

� has only one stable model (��� �� ��). Apply By-cases,
we get � �:

a.
�� �� �� ��� �� ��
�� ��� �� ��� �� ���

� � has two stable models (��� �� ��� ��� �� ��).
8All tests were conducted on a Sun sparc station 5.
9� � denotes the reflexive and transitive closure of the relation

� .



We propose the following algorithm for computing stable
models. We first “compile” the program by applying trans-
formations that preserve the semantics regardless of the ex-
tensional database (the input in ASP). In our case, we use
��� (this transformation may be applied over a (not yet)
grounded program). Let ��������� �� ������

�� � , where
��������� is the input program to the function Stable(� ).
We also obtain the dependency graph of the program. At
run time, we instantiate the program and proceed as follows:

Function Stable(� )
�� �� ������

���.
If(HEDLP(��))
�

���� := dis-nor(��).
If(ACYCLIC(���� ))

return(cmodels(����)).
Else

return(SMODELS(����)).
�
Else

return(Disjunctive-Stable(��)).

HEDLP(��) is a function that determineswhether the pro-
gram �� is head-cycle free (Ben-Eliyahu & Dechter 1992).
If so, Stable-models(��) = Stable-models(dis-nor(��)). The
function ACYCLIC(���� ) determines whether the normal
program ��� is acyclic (Ben-Eliyahu & Dechter 1992)
10. The function SMODELS computes a stable model of
a normal program or returns false if none exist (Simons
1997). The function cmodels is given below. The func-
tion Disjunctive-Stable returns the set of stable models of
a disjunctive program. We can use the system dlv for this
purpose.

Function cmodels(P)
�� := res���

� �! � ���� �.
�� := Claus-Comp(��).
return(SATO(��)).

The function Claus-Comp produces the clausal form after
completing the program. For this, Wilson’s method ((Wilson
1990)) can be used. The function SATO returns a model for
�� if one exists, otherwise returns false. It is based on the
well known Davis Putnam procedure.

Conclusion
We defined a reduction system �� � that includes several
transformation rules that are correct with respect to the sta-
ble semantics. We illustrated how sometimes �� � can trans-
form a cyclic program into an acyclic one. Our results em-
phasize that satisfiability solvers may serve as useful com-
putational tools in answer set programming.
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