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¯ - ABSTRACT

A new approach to proactively maintain a massively interconnected communications net-
work is described. Tl’fis approach has been applied to the detection and prediction of chronic trans-
mission faults in AT&T’s digital communications network. A windowing technique was applied to
large volumes of diagnostic data, and these data were analyzed by machine learning methods. A
set of conditions has been found that is highly predictive of chronic circuit problems, that is, prob-
lems that are likely to continue in the immediate future without diagnosis and repair. In addition, a
few conditions have been found that are predictive Of problems that affect multiple circuits. Such
analyses over the complete network are helpful in proactively maintaining the network and in spot-
ring trends for circuit problems. Proacfive maintenance of the network can help in greatly improv-
ing the quality and reliability of a network by identifying potentially serious problems before they
OCCur.
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INTRODUCTION

¯ With the increasing complexity of modern communications networks, there is a commensu-
rate need for intelligent systems to help manage and maintain them.¯Most desirable are systems that
can analyze and resolve problems in the network automatically, thus greatly improving the reliabil-
ity and quality of the network. Artificial intelligence(M) techniques have proven useful in building
network operation systems[l]. An area in which such techniques can have significant impact is in
the proaetive maintenance of networks. Proactive maintenance of the network can help in greatly
improving the quality and reliability of a network by identifying potentially serious problems be-
fore they degrade. This can be accomplished bymonitoring network performance over time and
spotting trends in problems. In addition, monitoring network performance can help in prioritizing
network problems. The abilityto prioritize network¯problems can significantly improve the quality
of the network since those problems that have the most significant impact on the operations of the
network can be addressed first.

Monitoring network performance involves analyzing extremely large amounts of diagnostic
data that varies with time. Looking for pattems of behavior in such large volumes of data can only
be accomplished by computer analysis. In this paper, we present an approach to do such an analysis
using machine learning techniques. We illustrate the approach by specifically looking at detection
and prediction of chronic transmission faults in AT&T’s world-wide digital communications net-
work.

Even though this paper focuses on telecommunications networks where many homogeneous
¯ network components exist, our work is applicable to other types of networks as well. In the follow-
ing sections, We describe the application domain, explain the approach that we used to enable the

¯ machine to learn from time-dependent Problems in the network, apply alternative methods of ma-
chine learning to our problem, and report the results we have obtained.

PROBLEM DESCRIPTION

Network operation systems (NOS) exist in the network to support provisioning, mainte-
nance, operation, administration and management functions for the network and for individual net-
work components. A Circuit can be considered-as a path in the network, which contains network
components and links. Transmission problems on a circuit are seen by several of the network com-
ponents through which :the circuit connects. In a large network, such-as AT&T’s communications
network, the ratio, of diagnostic data generated by various network components to the root problem
that is responsible for them, is very large.

The different types .of problems in the network can be broadly categorized into two classes,
transient and non-transient. Transient transmission problems are very common in the network, yet
their behavior and causes are not completely understood. Part of the difficulty in understanding
them is related to separating the wheat from the chaff, that is, in learning to ignore glitches that will
not be repeated and focussing insteadon those transient problems that will recur (chronics). Chron-
its not only affect the quality of communications while they recur but also indicate degradation and
potential-future failures in the network. Thus it is an important and challenging problem to identify
these chronics and isolate their causes.

Diagnostic procedures that attempt to resolve transient problems must rely on large volumes
of historical information and a more complex analysis of patterns of behavior. One novel approach
to diagnosing transient faults is found in an AT&T system known as SCOUT[2]. Using historical
and topological information, SCOUT finds specific related circuits that share common patterns of
faulty behavior. Typically, these are difficult transient problems; multiple circuit problems, or even
forms of chronic faulty behavior. In this paper, we consider a related form of analysis of chronic
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behavior. We consider the performance of the complete AT&T network over time. Our objective is
to determine whether there are patterns of behavior over the network such that the following pre-
dictions can be made:

¯ The faulty behavior will continue in the immediate future.
¯ The faulty behavior involves multiple circuits.

We do not attempt to solve specific problems. Instead, our objective is to determine whether
there are any signature characteristics for those network problems that do not get fixed. We may
not have enoughdata to determine the exact nature of the problem, but we may be able to predict
accurately that the problem will not be fixedquickly during the normal course of operations. In or-
der to achieve maximum reliability of the network, problems with these signatures must be consid-
ered, and those problems that are deemed critical must be addressed quickly.

From a computer science perspective, interest in this area centers around a number of issues
related to mapping time-dependent events into a standard classification framework. These include
the following:

¯ Defining classes to convey the concept of "chronic."
¯ Defining features that summarize historical events.

In addition, the sample size in this analysis :numbers in the tens of thousands of cases. Look-
ing for patterns of behavior in such large volumes of data can only be accomplished by computer
analysis using machine learning techniques, possibly resulting in new information that cannot be
obtained by typical human experience.

THE MACHINE LEARNING APPROACH

In order to identify chronics that have the potential to degrade the performance of the com-
munications network, we adopted a computer-based approach of learning from historical data. The
macb_ine learning methodology is described in this section.

Describing the Goals and Measurements

The circuit,related questions that we have outlined in the previous sections need to be posed
in a standard classification format, so that a number of interesting analytical techniques that are
available can be applied. PredictiOn models that can be applied tea standard classification problem
include decision trees, decision rules, statistical linear diseriminants, neural nets, and nearest
neighbor methods. In the standard classification format, samples of cases are obtained. For each
case, identical measurements are taken, and at least one of these measures is the class label. Meth-
ods are applied which attempt to find patterns for one class that differ from other classes.

For our first problem, the class label is chronic failure on a circuit, a concept that has been
defined in previous sections. The goal is to predict that current failures will continue to occur. We
must also take into account that these failures are often transient, and that failures will likely not
occur continuously in the future. Instead,-a failure may occur in the future, but the occurrence may
also be transient. Periods of time that are reasonably close to the current period are of interest.

The measurements that are used for prediction must summarize historical information. These
measurements are recorded each time a fault occurs. Not all measurements are recorded for every
fault, only those that directly measure the fault process. Faults are often transient, so the trends for
a period of time must be measured. It is quite possible that many faults will occur for a short time,
but these faults are not necessarily chronic, They can be fixed and do not reappear in the immediate
future. Measurements must be specified that are useful in pr~icting the target concept, that is, fu-
ture failures on the circuit.
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This time-dependent problem was mapped ¯into a standard classification format by the use of
fixed time windows. Historical information for circuits was examined over a consecutive period of
time, and this time period was divided into two windows, W,~ and Wb. The objective was to use the

¯ measurements made in Wa to predict that problems will occur in Wb. We considered both our
knowledge of the application and experimental data to arrive at reasonable sizes for each of the two
windows. The windows were also divided into sub,units based on time, which we will refer to as
a time unit. We will refer to the size of W, as T, time units, and the size of Wb as Tb time units.

There are many reasonable measurements that can be taken over time. Assuming a fault oc:
curs, an alarm or exception is noted. Included in the possibilities of measurements are the number
of times such an event occurs, the average number of times an event occurs during a time unit, or
the number of time units during which the event occurs. We defined around 30 performance fea-
tures for this problem, based on the variation of diagnostic data over time and variation over space.

In addition to the timeperiods for the windows, another factor must be considered in defining
the conditions for each window, This is the degree of chronic failure. For the two windows, W, and
Wb; the conditions that were chosen were different, as follows:

¯ W,: any fault during the time period T,,.
¯ Wb: faults during at least half the time units of the following time period "lb.

The rationale for these periods is as follows. We must consider a prior period sufficiently
long that prediction of continuing chronic behavior is feasible. We considered all circuits where a
¯ fau!t has occurredduring Wa. Because faults are often transient, we must specify a reasonably long
period for Wb. A fault that recurs over at least half the time units during Wb would be of interest
because it indicates a clearly continuing and unresolved problem.

In our learning experiments, we examined all circuits with problems during predefined inter-
vals. It must be emphasized that the predictions to be made are those for continuing chronic fail-
ures. These are not necessarily the most obvious or acute problems, which are often diagnosed and
fixed quickly.

The second question that was examined is whether any patterns of.measurements are indic-
ative of multiple circuit involvement. We refer to failures, occurring on multiple circuits due to a
common cause, as. multiple circuit problems. We rely on SCOUT’s analysis to determine if the
problem on a circuit is a multiple circuit problem. The question that we hoped to answer is whether
there are certain types of faults within the complete network that consistently suggest multiple cir-
cuit problems.

Learning from Data

Once sample data are obtained, several computer-based techniques can be used to make pre-
dictions. Among the more prominent techniques are:

¯ statistical linear discriminants[5],

¯ neural nets[6],

¯ decision rules or trees[7][8], and

¯ nearest neighbor methods[9].

Both neural nets and linear diseriminants make predictions based on weighted functions.The
linear discriminant uses a simple additive scoring function, for example

If a*X + b*Y > 3, choose Class 1. (1)

The neural net, on the other hand, can model more complex decision functions, typically
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non-linear functions.

Decision trees and decision rules pose solutions in the form ofmae or false conditions. For example,

If A>10 AND B<20, choose Class 1. (2)
A decision tree is a stylized model of decision rules, where every decision flows from the

root node of the tree, and each path is mutually exclusive. More information about these techniques
can be found in Weiss and Kulikowski[4].

For our application, we had a large number of samples obtained from the operating commu-
¯ nications network, It was not feasible to try every variation of these methods on the entire set of
samples, Instead, we performed some smaller experiments to see whether one approach offered an
advantage over the others. Overall, for this application, nearest neighbor methods and statistical
linear discriminants performed poorly. Neural nets and decision rules or trees were competitive,
with a small edge for decision rules.

In experiments on the complete data sets, representing all circuit problems in the network
over a fixed period, we relied mostly on rule induction. Rule and tree induction methods have been
extensively described in published works[4]~:in our Study, we emphasized a rule induction tech-
nique called SWAP-113]. Rule induction methods attempt to find a compact covering rule set that
completely separates the classes. The covering set is found by heuristically searching for a single
best rule that covers casesfor only one class. Having found a best conjunctive rule for a class C,
the rule is added to the rule set and the cases satisfying it are removed from further consideration.
Tkis process is repeated until no cases remain tobe covered. Unlike decision tree induction pro-
grams and other rule induction methods, SWAP-1 has the advantage that it uses optimization tech-
rtiques to revise and improve its decisions. Once a covering set is found that separates the classes,
the induced set of rules is further refined by either pruning or statistical techniques. Using train and
test evaluation methods, the initial covering rule set is then scaled back to the most statistically ac-
curate subset of rules.

I~is quite possible that tuning many of the alternative methods could result in somewhat im-
proved results for each method. However, based on our knowledge of the application, there are a
number of reasons why the rule induction method appears most appropriate:

¯ The objective is to extract new information from the data. The hope is that we can gain
insight into the performance of the network. Decision rules have the strongest explanatory
capabilities of the cited models.

¯ We know in advance that this is a noisy environment. Perfect classification can be
achieved on all samples only when chronic behavior is entirely consistent. This is not
likely with all the efforts toward high reliability and the transient nature of many prob-
lems. Thus the expectation is to find a subset of conditions that are highly reliable predic-
tors of chronic failure.

¯ Most of the measurements are counts of the number of time units during which an event
occurred over a predefined time period. Thus these measurements are ordered discrete
variables. They are not continuous. Patterns of these types of measurements are usually
effectively described in terms of the greater than or less than operators which are used by
the rule induction model.
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¯ The minimum error solution is not necessarily the best solution. Because we are trying to
extract new information, the preferred solution consists of the highest predictive rules
even if they cover fewer cases. The preference is also for simple rules that enhance our
understanding of network performance.

Given that the expectation is for predictions that cover only a partial number of chronic prob-
lems, decision rules most naturally model the partitioning of data. The efficacy of the individual
rules can then be tested on independent test data.

Testing the Decision Model

The central method for building a predictive model is to learn from samples and test on in-
dependent data. In many applications there is a relative shortage of data. In these situations, a com-
promise is made by randomlypartitioning the data into training and test sets. In our application, we
had a large number of samples. Training was performed on a random subset of data for a time pe-
riod, and some preliminary testing was done on the remaining data. Once a solution was found,
: further rigorous testing was performed by testing the solution.on additional data from subsequent
time periods. While it is traditional to train on two-thirds of the data and test on the remaining data,
the goal of finding simpler, more predictive rules may Sometimes be achieved by training with few-
er cases. These are rules that cover fewer cases, but are more predictive for the cases that they cov-
er.

RESULTS

In this section, we describe the results that were obtained, both in identifying chronic prob-
lems and in Classifying problems associated with multiple circuits. We have also provided the re-
suits of our comparison of various learning methods as applied in this case.

Alternative Methods for Learning

Although we concluded that rule induction was the preferred learning method for this appli-
cation;we performed several experiments to evaluate its competitiveness with alternative learning
models. Table 1 summarizes the results. One third of the cases were randomly selected for testing,
and the error rates in the table are based on the test case performance.

Simply choosing the largest class gives an error rate of 6.4%. The linear discriminant (Fish-
er’s) that we used was the standard parametric discriminant found in statistical packages. We used
it with feature selection. It is not unusual that this method does not perform well in a low prevalence
situation.

Nearest neighbor methods are greatly affected by noisy variables. This result is for k=l and
euclidean distance.

The three remaining techniques were relatively close for this experiment. The decision tree
was induced by CART, and the decision rules by Swap-1. The neural net was a standard backprop-
agation network, with a single hidden layer. Configuralions were considered with from 0 to 6 hid-
den units, with the best test error rate for 0 hidden units.
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Method Error rate (%)

Prior 6.4

Linear discriminant 6.4

Nearest n~ghbor 5.6

Neural net 4.7

Decision tree 4.5

Decision rules 4.4

Table I: Comparative Results For Alternative Learning Methods

Sample Size

We examined the historical records for several months during late 1992 and 1993. These
samples were taken from the complete AT&T network, and covered a significant number of all
transmission problems encountered. When compared to the billions of transmissions during a
month and the size of the network, the number of problems is quite small. However, from a sam-
piing perspective, we had a large sample, consisting of tens of thousands. Of these circuits, between
5 and 10% fulfilled our definition of Chronic, that is, they had faults during at least half the time
units during Wb.

Predicting Chronic Circuit Problems

We now return to the central task, namely, can we predict chronic problems, that is, problems
that wit1 continue in the immediate future? We were able to generate rule sets that were predictive.
The rule set reduces to a set of conditions. If any of the conditions hold, the problem is very likely
to be chronic. The conditions were of the form

¯ X_Featurei > nl

where X_Featurei is a performance feature based on the number of time units during which
an event of a type i occurs and r~ is an integer.

We will refer to a set of five conditions, of the type described above that were generated, as
RulesetO. Another condition of a different type was also generated. It was of the form

¯ Y_Feature, > m, & Y_Featureb ̄ mb & Y_Featurec ̄ mc

Where Y_Feature is a performance feature that is not based on the count of time units and m
is an integer.

This condition is weaker than the other conditions. We will refer to the rule set that includes
all the conditions in RulesetO and this last condition as Rulesetl. While the predictive value of
RulesetO is better than Rulesetl, Rulesetl covers a larger portion of the chronic problem. This is
illustrated in Figures 2 and 3.

Figure 2 plots the performance of these two rule sets over the course of several time periods.
The rule set was induced during a time period when the prevalence of chronic problems was some-
what lower than during other time periods. Thus any solution induced for that time period neces-
sarily would be highly predictive to overcome the odds of the larger class. Figure 3 plots the per-
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centage of each time period’s chronic problems covered by the rule sets.

Figure 4 plots the change in predictive value versus the number of time units with faults for
a representative time period. Specifically,, as the definition of chronic problems that are to be de-
tected is made more selective, theperformance improves in that the number of false alarms is re-
duced. At the same time, of course, coverage decreases, meaning that the number of transient prob-
lems, that are no longer classified as chronic but have the potential to result in performance degra-
dation, increases.

Multiple Circuit Detection

Using the same measurements, we consider the detection of multiple circuit problems.
Whether a problem on a circuit is a multiple circuit problem or not is determined by means of data
obtained from SCOUT. For this application, we trained on data from one time period and tested on
data from another time period. The classes are close to equal in size with a 45% - 55% split. Two
conditions emerged as particular strong predictors of multiple circuit involvement. They were of
the type:

¯ X_Featurei >ni
Although they cover a relatively small percentage of all circuits with problems, when either

of these conditions occur the likelihood that multiple circuits are involved is estimated at 93%.

We have identified certain conditions that are common to both chronic problem detection and
multiple circuit detection. Thus, we have come up with a rule that predicts when a problem with a
circuit is likely to be chronic as well as affect multiple circuits.

CONCLUSIONS

If all problems in a communication network were either transient or quickly repaired, it
would not be necessary to detect chronic problems. However, chronic problems do occur. Identi-
fying patterns of these problems should be helpful in characterizing problems that are not detected
and re/)aired quickly. In our.analysis, we found that the number of time units over which events
occurred was critical in determining the likelihood that the problem would continue in the future.
These rules suggest a form of momentum or inertia for chronic fault problems. There are a number
of rationales for the validity of this form of analysis:

¯ Not all faults have this momentum to the same degree. We have identified those measure-
ments that are predictive along with the corresponding thresholds, that is, the number of
time units of faults during a window for which they are predictive.

¯ Of particular importance, any circuit that exhibits this behavior will likely continue this
behavior. Thus, if the goal is to maximize reliability, circuits exhibiting these characteris-
tics should be given priority in diagnosis and repair.

The most immediate application of these results is their use in reordering trouble tickets. Be-
yond that, though, we have provided a methodology to proactively maintain and monitor the per-
formance of a network. The determination of trends can demonstrate whether progress is made in
reducing chronic problems or whether chronic problems are increasing in the network. The best
results for network performance occur when no patterns emerge or when they cover a smaller per-
centage of the problems.

Clearly, we are limited by the types of recorded measurements. If the causes of circuit prob-
lems were eventually determined andrecorded, it might be possible to explore hypotheses directly
related to the cause and repair of a problem. Such information is not currently available, and be-
cause of the complexity of a network with transient problems, such records may never be fully
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available.

The second issue that we have addressed is the prediction of multiple circuit involvement.
We found that certain types of faults are good indicators of multiple circuit problems. Resolving
multiple circuit problems is particularly useful in reducing the overall number of problems in the
network.

We have considered a highly complex communications network, and analyzed its behavior
over time. To facilitate proaetive maintenance, we have developed measurements that are sampled
for the complete network during regular time periods. While our results are bounded by the predic-
tive capabilities of these measurements, this form of analysis did produce reasonable predictors.
The analysis’ involves intensive computer processing of very large volumes of data. In both objec-
tivity and pattern matching capability, such efforts are beyond the capabilities of human processing
and experience.
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