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Abstract

This paper describes a research efforts in exploring
various ways distributed multimedia applications can
have their presentations coordinated through the use
of techniques from Distributed Artificial Intelligence
(DAI). DAI problem solving architectures can pro-
vide methods for coordinating activities of “multime-
dia agents” as well as provide mechanisms for conflict
resolution among these agents. Conflict occurs when
multiple agents request limited hardware resources
such as single audio card located in the user’s work-
station. A novel method of conflict resolution known
as Knowledge-Based Negotiation (KBN) is presented
which addresses resource allocation problems from an
issue-based reasoning approach. Through the use of a
distributed problem solving architecture and the KBN
negotiation paradigm, the user is assisted in navigat-
ing though a multimedia application.

1 Introduction

With the advent of distributed multimedia appli-
cations, there is a need for techniques to help users
coordinate their activities during multimedia applica-
tion sessions. As multimedia applications move from
the single workstation environment to the distributed,
multi-workstation environment, problems of hardware
resource allocation and multimedia resource coordina-
tion between computer “agents” become more appar-
ent. An example of this occurs during the sequenc-
ing of multimedia events which are necessary to give
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the user a correct impression of the multimedia ap-
plication’s behavior. For instance, an audio card in
a workstation may be required by two multimedia
agents. The current mode of the application may re-
quire a “speech recognition agent” to be accessing the
audio card in order to “listen” to the user for speech
input. If the user suddenly requests some form of
“audio help” by clicking on a help button in the ap-
plication, the “help agent” might also want to access
the same audio card in order to “tell” the user the
requested help message. When this happens, the two
agents find themselves in conflict over a limited hard-
ware resource. The agents need to be able to success-
fully resolve their conflicts in order for the multimedia
application to continue.

Issues of conflict and coordination of agent activi-
ties has been a long time research topic in the field of
Distributed Artificial Intelligence (DAI). Usually, DAI
systems involve multiple knowledge-based computer
agents engaged in distributed problem solving. In or-
der to perform distributed problem solving, intelligent
agents need to be able to communicate amongst them-
selves, coordinate their activities, and negotiate once
they find themselves in conflict. Conflict can result
from simple limited resource contention to more com-
plex issue-based computations where the agents dis-
agree because of discrepancies between their domains
of expertise. An example of this is seen in Werkman’s
research on conflict among agents during analysis of
product designs in collaborative enterprises[1]. Here,
a design agent may want a particular issue such as
strength maintained during the design of the prod-
uct. Another agent, say a manufacturing agent, might
want to substitute an original strength issue with a
not-so-strong part because the substitution leads to
a savings in cost or is easier to manufacture for the
second agent. The two agents must negotiate the out-



come of the substitution before they can proceed. It is
believed that similar forms of issue-based negotiation
will be necessary in distributed multimedia applica-
tions in order to resolve not only simple resource al-
location conflicts, but also more complex issue-based
coordination and presentation conflicts.

An example of an issue-based conflict that might
occur between multimedia “navigation” agents while
attempting to guide a user through an application is
as follows. A “video” agent might be displaying a
video when, suddenly, the user speaks “wait.” Should
the speech recognition agent immediately interrupt
the video agent’s presentation or wait until the video
finishes? This depends on several issues such as the
context of the video presentation, the “importance”
of each navigation agent, and the required overall ap-
pearance or behavior of the application’s presentation
to the user.

One possible scenario given the user’s spoken com-
mand is that the video continues to play. Here, the
speech recognition agent tells the video agent that the
user has spoken something, but the video agent has
determined that the video is very important (high per-
ceived user importance) and therefore should continue
to play for a while longer. In this case, the video agent
tells the speech recognition agent to “hold on” for a
while longer. If the user continues to speak “wait”
or shouts “stop!” then the speech recognition agent
would inform the video agent that possibly the video
should be interrupted in order to listen (or appear
as though the system is listening) to the user’s ques-
tion. Therefore, the speech recognition agent might
send another message to the video agent. This may
cause the video agent to relinquish control after deter-
mining that a second request had been received, stop
the video, and allow the speech recognition agent to
become dominate.

Another scenario possibly is that the video agent
may reason that its function is more important than
the speech agent and therefore refuse to relinquish
control. In this case, a third-party “presentation
agent” who has been continuously reviewing the situ-
ation might providing suggestions to each navigation
agent based on knowledge of the application’s domain
(presentation style). For instance, the application
might have noted that video is an important medium
which can only be interrupted by a user pressing a
button. The “presentation agent,” acting like an ar-
bitrator agent, maintains basic domain knowledge and
knows that all users who shout “stop!” require some
form of immediate attention from a speech recogni-
tion agent. Therefore, the domain “user-shout-issue”
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overrules any application presentation issues. In gen-
eral, the application should provide the necessary user
presentation issues for each media and the “presen-
tation agent” should determine what is best for the
application’s presentation to the user given the ap-
plication’s current state. This includes issues such as
what is being presented, which navigation agents are
present and active, what is the user’s model of the
presentation, etc.

Werkman presents a novel form of incremen-
tal conflict resolution, called Knowledge-Based
Negotiation[2], which uses specific aspects of knowl-
edge of the domain to resolve conflicts. Through
this negotiation technique, conflicts are resolved by
use of shared agent knowledge representations called
sharable agent perspectives. Agent’s perspective are
made “sharable” by providing each agent with an in-
dexing scheme of all relevant domain issues. This
apriori indexing scheme allows a conflicting agent to
relate to another agent’s perspectives during counter-
proposal generation. Thus, each agent can reasonably
negotiate without the need for detailed knowledge of
the others agents’ issues. Pairs of agent relational is-
sues knowledge constructs can then be grouped into a
“relational network” which is maintained by a third-
party “arbitrator agent”. It has been found beneficial
to include a third party arbitrator to assist in the ne-
gotiation process in order to resolve all issues within a
time deadline (necessary for multimedia applications).

In Werkman’s scheme, the arbitrator uses the re-
lational network to generate alternative proposal sug-
gestions to the conflicting agents when needed. The
arbitrator operates in two phases. In the first, the ar-
bitrator employs simple mediation between the con-
flicting agents. Here the arbitrator develops sugges-
tions by initially searching a history of past proposals
that were generated by each conflicting agent. The
proposal history or “negotiation dialog” is searched
for relevant issues that exist between the agents.
Upon finding a “reasonable” interagent issue relation,
the arbitrator presents this shared issue relation to the
conflicting agents. The agents can then use the arbi-
trator’s suggestions to identify other possible “viable
alternatives” which they might not have considered
during their earlier negotiation phase. If the agents
still do not agree (mediation fails), the arbitrator en-
ters its binding arbitration phase. Binding arbitra-
tion is used to force a “fair” solution on the agents
based on their past negotiation dialog. This is neces-
sary due to timing constraints during coordination of
multimedia presentations. If events do not occur in
a smooth, sequenced order, the user will become con-



fused. Therefore, conflict resolution techniques such
as Knowledge-Based Negotiation (KBN) are useful in
coordinating the presentation of distributed multime-
dia applications.

2 The Knowledge-Based Negotiation
Model

The knowledge-based negotiation approach used in
the KBN architecture requires that agents must be
able to communicate the problem, reason from their
own and other agent’s perspectives, and finally gener-
ate a solution. For agents to be able to contemplate
the effects of their proposals on others, they need to
share a common background of the problem domain.
In addition, if agents are to provide some form of ex-
planation of their reasoning of the proposal process,
they must be able to communicate issues that the
other agents can understand. This is done through
the sharing of agent perspectives with other agents.
Though sharing common knowledge and agent per-
spectives, agents can review the dialog of the negotia-
tion and use this knowledge to make better informed
proposals at future steps in the negotiation process.
The history of the agent dialog also provides a basis
for explanations for the user. The negotiation dialog
describes the agents’ behaviors at each point in time
during the negotiation process.

2.1 Agent Communications

Communications within the KBN architecture oc-
curs through a centralized communications medium
called a blackboard [3, 4] by means of a commonly
understood interagent communications language. Be-
cause of disparate knowledge between each expert
agents, a commonly agreed upon set of communica-
tions primitives was developed. This shared vocab-
ulary provides a basis for commonality among the
agents during evaluation. As stated in [5], logically
valid statements made by one agent in this language
should be accepted as valid by other agents. Because
of the shared language, an effective form of negotia-
tion between agents can exist. By selecting the right
message primitives combined with the right histori-
cal dialog (prior proposals and context), agents can
communicate abstract levels of intentions and there-
fore reason about the beliefs of other agents [6]. The
interagent language is based on work done in the area
of speech act theory [7] where speakers perform speech
actions like requests, assertions, and suggestions. Co-
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Table 1: Speech Related Social Actions

Accept Agent accepts Recipient’s cause X.

Ask Agent doesn’t know Recipients cause X.

Command Agent wants Recipient to cause X.

Convince Agent convinces Recipient to want X.
(Makes Recipient believe he wants X)

Explain  Agent explains lack of outcome X to Recipt.
Inform Agent informs Recipient of X (simple tell).
Refuse Agent refuses Recipient’s request.

Reply Agent replies to Recipient’s ask.

Request  Agent asks Recipient to want X.

hen and Perrault [8] have suggested that speakers ac-
tually use a plan-based approach when making utter-
ances. Thus, the listeners try to infer the intentions of
the speaker’s speech plan and offer assistance if they
can by noting obstacles in the speaker’s plan. A sim-
ilar plan-based approach to generating responses to
agent queries is used in the KBN architecture. The
communications primitives used in the KBN architec-
ture are based on work by Bruce[9] who models social
actions that occur between people. The social actions
used are listed in Table 1.

2.2 KB-Negotiation Knowledge Require-
ments

This section details the types of knowledge required
by a knowledge-based negotiation system (KBNS). In
a KBNS, three types of knowledge are maintained.
The first type of knowledge is shared knowledge which
is accessible to all agents including the independent
arbitrator agent. The shared knowledge includes do-
main object knowledge as well as knowledge about the
history of the negotiation dialog. Object knowledge
includes such things as the names of objects known to
all agents in the domain and is predefined and static in
the system. The negotiation history includes all agent
proposals, rejections, and counterproposals made by
the agents and is dynamically generated. The second
type of knowledge maintained by the KBN architec-
ture is unique agent knowledge.

The third form of knowledge in the KBN archi-
tecture includes knowledge maintained by the arbditra-
tor. The arbitrator agent maintains both local unique
agent knowledge related to mediation and arbitration
strategies as well as shared agent knowledge including
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object knowledge, agent issue labels and the negoti-
ation dialog. In addition to this shared knowledge,
the arbitrator also maintains each agent’s shared per-
spective of domain objects. The arbitrator maintains
this knowledge in a relational network of sharable
agent perspectives. An example of a network of
interlinked agent perspectives is seen in Figure 1.

The figure contains three agent nodes each with its
own local issue nodes (grey block of issues), linked by
agent issue links. The two remaining types of nodes in
the figure are the domain aspects and the domain ob-
ject nodes (boxes with rounded corners). Each agent
node is linked to a domain object by means of a com-
monly accepted domain issue link jsuch as expense;
which also passes through a domain aspect node. This
linking of nodes comprises a sharable agent per-
spective in the relational network. When two unique
agent perspectives are linked to the same domain ob-
ject, the results is an interagent issue relation.
This is seen in the figure as a heavy black line. The
arbitrator uses the interagent issue relations to aid in
selecting probable alternatives for agent’s to consider
when they find themselves in a “deadlock” situation
and can not develop their own proposals.

The network provides an abstract level description
of agent issue interactions that allows the arbitrator
to detect immediate conflicts between agents and sug-
gest possible solutions. The proposed network scheme
allows for the addition of new agents to the distributed
problem-solving model. Initially, each new agent must
share its knowledge of relevant issues with the arbi-
trator so that they can be added to the network and
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used during negotiation.
2.3 Arbitration in KB-Negotiation

At some point during the agent evaluation and ne-
gotiation process, a proposing agent might exceed the
acceptable limits of the issues of the group. This may
require an agent to concede an issue and propose an
alternative in order for the negotiation to proceed.
It is also possible that an agent may not be able to
concede an issue because it would be too costly for
that agent. In such cases, the arbitrator agent must
be brought in to attempt to mediate a solution be-
tween two conflicting agents. Initially, the arbitrator
monitors the current status of all agent proposals and
reviews each proposal for any immediate problems
that they might cause for an agent. If the arbitra-
tor detects a problem that affects a particular agent,
it warns the agent and gives control to that agent so
that it has a chance to respond to the problem caused
by the proposed connection.

In addition to detecting agent problems during pro-
posals, the arbitrator also reviews the history of each
agent proposal to determine if a halting condition or
a “deadlock” situation has occurred. The arbitra-
tor generates the argument of which issues are rel-
evant from abstract interagent issue relations it ob-
tains from the KBN Relational network as well as the
history of past proposals and issues. The arbitrator
does not contain any knowledge about each agent’s
unique knowledge. In order for the arbitrator to aug-
ment a proposed solution with additional arguments,
each agent has to be queried as to the reason and
explanations behind the issue relationship under con-
sideration similar to other negotiation systems[10]. A
full description of the arbitrator’s mediation and ar-
bitration strategies can be found in [11, 12].

In situations where agents still fail to agree after
initial negotiation methods, the arbitrator determines
the final solution given the input from both agents as
to the importance of each agent’sissue. This is a form
of meta-level control[13] in that the final decision is
based on an a priori policy of acceptance specific to
the given domain of construction. If the agents’ pro-
posals do not converge after six iterations (considered
adequate given the evaluation process), the arbitrator
stops the evaluation and returns control to the user.

3 Summary

In summary, this paper tried to present the need
for Knowledge-Based Negotiation Systems (KBNS) as



part of a presentation control methodology for intelli-
gent multimedia multimodal systems. The incremen-
tal negotiation scheme called knowledge-based ne-
gotiation presented here is one potential approach
to solving this problem. This scheme allows agents
which share a common background to behave both
cooperatively and competitively during negotiation,
thus providing a form of critical evaluation of the ap-
plication’s presentation style. This is accomplished
by use of a shared knowledge representation called
sharable agent perspectives® A grouping of two of
more sharable agent perspectives results in an inter-
agent issue relation that relates agents to domain
objects by means of domain aspects. A network of
these relations is maintained by a third party arbitra-
tor agent who uses them during its mediation phase
of conflict resolution. The arbitrator selects an inter-
agent issue relation based on a review of the negotia-
tion dialog for issues that exist between the conflicting
agents. The arbitrator suggests the interagent issue
relation to the agents in hope that they will consider
it as a viable alternative. If this fails, the arbitra-
tor enters its arbitration phase of conflict resolution
which includes such techniques as setting time limits
and searching the negotiation dialog for other pro-
posal alternatives that have similar advantages and
disadvantages for each of the conflicting agents.
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