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Abstract

A novel method for extracting, representing and
propagating qualitative correlations among hy-
potheses as confirmatory or disconfirmatory evi-
dence of uncertain reasoning is presented. First,
two new concepts, qualitative correlations among
hypotheses and qualitative correlation propaga-
tion, are introduced. Then, an algorithm for ex-
tracting and representing qualitative correlations
among hypotheses and an algorithm for propa-
gating qualitative correlations and updating pos-
sibilities of hypotheses are proposed. The ad-
vantages of the method include: (1) it can 
applied to the problems where evidence is not
explicitly or completely given; (2) few numbers
and assumptions need to be provided by domain
experts in advance; and consequently, (3) the
knowledge acquisition is simple, and the incon-
sistency in knowledge bases can be avoided. The
method has been applied to a practical system
for infrared spectrum interpretation. The exper-
imental results show that it is significantly better
than other methods used in similar systems.

Introduction

Bayesian inference has been proved to be effective for
reasoning under uncertainty, and has been used in
many AI systems (Dempster 1968, Kleiter 1992). How-
ever, the problems of using Bayesian inference are: (1)
evidence must be explicitly provided, and the relation
between evidence and hypothesis must be explicitly
provided too. Unfortunately, in many cases, evidence
and the relation between evidence and hypothesis are
not always available. In addition, after evidence has
been considered and hypotheses have been made, it is
still possible to refine the hypotheses by using other
knowledge and information; (2) Bayesian inference re-
quires many statistical numbers in advance. Unfor-
tunately, in many practical problems, it is impossible
to have all numbers provided beforehand. Although
subjective Bayesian methods provide a practical frame-
work for using subjective statements or assumptions to
take the place of statistical data when they are insuf-

ficient or absent, the problems still remain since sub-
jective statements are not always available and the in-
consistency in knowledge bases is hard to avoid (Duda
et al. 1976).

A novel method for uncertain reasoning is presented
in this paper. The method automatically extracts, rep-
resents and propagates qualitative correlations among
hypotheses as confirmatory or disconfirmatory evi-
dence to update the possibilities of the hypotheses.
The function of propagating qualitative correlations
and updating possibilities of hypotheses in the pro-
posed method is similar to the function of propagat-
ing and updating the probabilities of hypotheses in
Bayesian inference. But unlike Bayesian inference,
the method automatically obtains and uses qualita-
tive correlations among hypotheses as qualitative ev-
idence, so the above problems of using Bayesian in-
ference can be easily avoided. A new concept called
qualitative correlations among hypotheses and a new
concept called qualitative correlation propagation are
introduced. Then, an algorithm for extracting and
representing qualitative correlations among hypothe-
ses and an algorithm for propagating qualitative cor-
relations and updating possibilities of hypotheses are
proposed.

The method has been applied to a practical system
for infrared spectrum interpretation, and has been
tested against about 300 real infrared spectra. The
experimental results show that it is significantly bet-
ter than others used in similar systems.

Background Problem

Reasoning under uncertainty is an important problem
in AI (Cohen 1984, de Kleer & Williams 1987, Kuipers
et al. 1988). The most popularly used method for
uncertain reasoning is Bayesian inference (Dempster
1908, Kleiter 1992). The principle behind Bayesian
inference is: (1) giving evidence and hypotheses that
the evidence may lead to; (2) getting the probabilities
of evidence and hypotheses, and the relations between
evidence and hypotheses; and (3) updating the proba-
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bilities of hypotheses by propagating the probabilities
of related evidence.

Bayesian inference can be graphically represented in
Figure 1:

P(E)

LS --"

P(H)

Figure 1: Probability Propagation

where (1) E is a piece of evidence; (2) P(E) is the prob-
ability that E is true; (3) H is a hypothesis; (4) P(H)
is the probability that H is true; (5) LS represents the
degree that E enhances H; and (6) LN represents the
degree that -,E enhances H.

When evidence and the relations between evidence
and hypotheses can be consistently obtained, Bayesian
inference is effective. However, in many practical prob-
lems, evidence is either incomplete or unavailable, and
the relations between evidence and hypotheses are also
either inconsistent or unknown.

The method presented in this paper performs the
task of inference under uncertainty by extracting and
propagating qualitative correlations among hypotheses
as confirmatory or disconflrmatory evidence. When ev-
idence is incomplete or unavailable, or the relations be-
tween evidence and hypotheses are inconsistent or un-
known, the method uses qualitative correlations among
hypotheses as qualitative evidence. Even if evidence
and the relations between evidence and hypotheses are
known, the method can still be used to refine hypothe-
ses after they have been made.

The method is based on the consideration that in
practical problems hypotheses are rarely completely in-
dependent, and dependent hypotheses (called related
hypotheses) should qualitatively support each other.
First, some hypotheses are qualitatively dependent.
For example, the hypotheses referring to a patient’s
diseases reflect the health condition of the patient, and
the hypotheses concerning the peaks of a partial com-
ponent on an infrared spectrum indicate the presence
of the partial component. Second, related hypotheses
will qualitatively support each other. For example, the
hypothesis of one symptom will influence the hypothe-
ses of others, and the hypothesis of one peak will also
influence the hypotheses of others.

The intuition of the method can be summarized in
two aspects. First, the idea is very common in human
thinking. When all hypotheses except one show that
one object is present, we would naturally suspect that
the hypothesis which does not show that the object is
present was made improperly. If acceptable solutions
can be made by remaking the hypothesis, the hypothe-
sis may be compensated and remade; Second, in prac-

tical problems, the idea is commonly used by domain
experts when uncertainty occurs. In infrared spectrum
interpretation, for example, spectroscopists frequently
use the qualitative analysis like "if there is a strong
peak around 3000-3100 cm-1, then the unknown spec-
trum may be partially created by benzene-rings --
check peaks around 1650, 1550 and 700-900 cm-1 to
make sure since a benzene-ring may have other peaks
there at the same time" or "if there is a sharp peak in
2950-2960 cm-1 and the peaks around 1500-1600 cm-1

look like the peaks of CO, then the peak in 2950-2960
cm-1 is likely to be the peak of CHs even if it is not
strong". So if one hypothesis is not quite sure (i.e., 
measured peak looks like but is not exactly the same
as the reference peak), considering qualitative correla-
tions among related hypotheses may lead to qualitative
evidence for the hypothesis.

Qualitative Correlations of Hypotheses

Hypotheses in inference are rarely completely indepen-
dent (Zhao & Nishida 1995). A group of hypotheses
may refer to the same object (e.g., different hypothesis
refers to the different aspect of the object). For exam-
ple, several symptoms may refer to the same hypothe-
sis, and several hypotheses may refer to the same dis-
ease, and the hypotheses referring to the same disease
may have some qualitative correlations. If the possi-
bilities of hypotheses have been calculated or provided,
then the qualitative correlations among hypotheses can
be used as confirmatory or disconfirmatory evidence to
update the known possibilities of hypotheses.

The concepts of related hypotheses, qualitative cor-
relations among related hypotheses, and confirmatory
and disconfirmatory evidence from qualitative correla-
tions among related hypotheses are given below.

Definition 1 Related hypotheses: If hypotheses hi, h2,
..., and h,n refer to the same object, then they can be
treated as related hypotheses, rhc, is used to represent
a group of related hypotheses, and hi&hi is used to rep-
resent that hi is related to hj (rha = {hk I Vh~,((hk, 
rh ) ^ hk) -.

For example, if we consider a word as an object,
then the hypotheses for all letters in the word can be
viewed as related hypotheses. If we consider a sentence
as an object, then the hypotheses for all words in the
sentence can also be viewed as related hypotheses.

Definition 2 Qualitative correlations among related
hypotheses: If hi and hj are two related hypotheses,
then the great possibility of hj qualitatively enhances
hi, and the small possibility of hj qualitatively de-
presses hi. The greater the possibility of hi, the more
greatly it qualitatively supports hi, and the smaller the
possibility of hi, the more weakly it qualitatively sup-
ports hi (or in other words, the more greatly it qualita-
tively depresses hi). This kind of effects among related
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hypotheses are called qualitative correlations among re-
lated hypotheses, q~ is used to represent the qualitative
correlation of hi and hi.

For example, some symptomatic hypotheses such as
temperature, blood pressure and pulse refer to a cer-
tain disease. In describing the disease, all of these hy-
potheses are related to each other. Making a definite
diagnosis of a certain disease, all related hypotheses re-
ferring to the disease should be completely confirmed.
So if some symptomatic hypotheses of a patient presage
a certain disease, the other hypotheses referring to the
same disease are usually required to be made and con-
firmed.

Consider the infrared spectrum interpretation. The
hypotheses that some peaks are created by a certain
partial component are related to each other. Because
all peaks that a partial component can create should be
present or absent simultaneously, identifying a partial
component requires that all these related hypotheses
be made and confirmed. As a result, hypotheses with
great possibilities may prompt and enhance other hy-
potheses related to them.

Definition 3 Sum-degree of qualitative correlations
among related hypotheses: If there are m-1 hypothe-
ses related to hi, then the Sum-degree of qualitative
correlations among related hypotheses of hi is the total
qualitative correlations between hi and all of its related
hypotheses. SDi is used to represent the Sum-degree of
the qualitative correlations of hi.

For example, consider the following four strings:

(a) i-n-a-c-c-u-r-a-t-e

(b) i-m-a-c-c-u-r-a-t-e

(c) i-m-a-c-c-u-l-a-t-e

(d) i-m-a-c-u-l-a-t-e

(a) is a correct word, but (b), (c) and (d) 
spelled wrong. For a wrong spelled word, determin-
ing what a letter in the word should be is to make
a hypothesis for the letter. Because all letters in a
word refer to the same word, the hypotheses for these
letters are related to each other, and have qualitative
correlations. There is one letter, "m", in (b) differ-
ent from that in (a), so the Sum-degree of qualitative
correlations from other letters which support interpret-
ing "m" in (b) as "n" is quite great. As a result, (b)
can be easily interpreted as (a). Further, there are
two letters, "m" and ’T’, in (c) different from those
in (a). Although (c) may be interpreted as (a), 
Sum-degree of qualitative correlations from other let-
ters which support interpreting "m"and "l" in (c) 
"n"and "r" would not be great. Finally, there are three
letters, "m", "c" and ’T’, in (d) different from those 
(a). As a result, (d) will hardly be interpreted as 
since the Sum-degree of qualitative correlations from
other letters which support interpreting these three

letters will be very small (even smaller than that for
interpreting (d) as word "immaculate").

The principle for defining and calculating the Sum-
degree of qualitative correlations among related hy-
potheses is that the qualitative correlations among re-
lated hypotheses should reflect the ratio of how many
and how much related hypotheses qualitatively support
each other.

Definition 4 Confirmatory evidence from qualitative
correlations among related hypotheses: If the Sum-
degree of qualitative correlations among related hy-
potheses of hi is greater than a certain value given
by domain experts, then the qualitative correlations
among related hypotheses provide confirmatory evi-
dence for hi. As a result, the possibility of hi may
increase.

Definition 5 Disconfirmatory evidence from quali-
tative correlations among related hypotheses: If the
Sum-degree of qualitative correlations among related
hypotheses of hi is smaller than a certain value given
by domain experts, then the qualitative correlations
among related hypotheses provide disconfirmatory ev-
idence for hi. As a result, the possibility of hi may
decrease.

For example, partial component CHs usually creates
numerous peaks each of which should have an exact lo-
cation on infrared spectra. Because the peaks of CH3
on real infrared spectra are always inaccurate, espe-
cially the peak located at 2900 cm-1, real peaks on
infrared spectra can not be directly identified as the
peaks of CHa. Instead, hypotheses need to be made
to assume the similar peaks to be those of CH3. Sup-
pose a peak around 2900 cm-1 is assumed to be the
peak of CH3. Since CHa can create many peaks be-
sides that at 2900 cm-1, the qualitative correlations
among the hypotheses for these peaks created by CH3
can be used as confirmatory evidence to enhance the
hypothesis for the peak around 2900 cm-1, or as dis-
confirmatory evidence to depress the hypothesis. For
instance, if other hypotheses all have very great pos-
sibilities, then these hypotheses tend to support the
hypothesis for the peak around 2900 cm-1, and the
Sum-degree of qualitative correlations among related
hypotheses of the peak around 2900 cm-1 will be very
great. As a result, the possibility of identifying the
peak around 2900 cm-1 will increase, that is, the pos-
sibility of the hypothesis for the peak will be updated
with a greater one.

Propagation of Qualitative Correlations
as Confirmatory or Disconfirmatory

Evidence
The method consists of two algorithms. The first is
for extracting and representing qualitative correlations
among hypotheses, and the second is for propagating
qualitative correlations and updating possibilities of
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hypotheses.

Algorithm for Obtaining Qualitative
Correlations
The algorithm for extracting and representing qualita-
tive correlations among hypotheses is described with
the following steps.

Step 1: Grouping related hypotheses

Suppose the known hypotheses are hi, h2, ..., and hn
which form a hypothesis set H. If some hypotheses in
H refer to the same object, they are treated as related
hypotheses. Therefore, H is divided into some subsets,
that is,

H = {hi, h2, ..., hn} = rhl U rh2 U ... U rh~
where (1) rhl = {hip [ hip E H A Vhi,(hiq E rhi Ahi, y£
hip --* hi,&hq)},

(2) rhi ~-$, and

(3) rhiflrhj=0 or rhiNrhj¢O, i~£j.

Step 2: Eztracting qualitative correlations among re-
lated hypotheses

For each subset of H (i.e., rhi = {hix, hi2, ..., hi,,~),
i = 1, 2, ..., k), suppose the corresponding set of pos-

sibilities is
0 0 0 0

/~/ = {/~il,#i2,--.,#im}, i = 1,2,...,k.
The principle for defining the qualitative correlations

between two related hypotheses is that if the possibil-
ity of a hypothesis is greater than a certain value, then
it is qualified to qualitatively support its related hy-
potheses; otherwise, it is not qualified. For example,
suppose 0.5 is the certain value, then

iq f 1 hip ErhiAhiq ErhiA/zi°q >0.5
qcip---- ~ 0 hip ErhiAhiq ErhlA/Zi~ <0.5

where qcip ---- 1 means that hip is qualitatively sup-

ported by hi0, and qc~ = 0 means that hip is not
qualitatively supported by hq.

Step 3: Calculating Sum-degree of qualitative correla-
tions

There are m hypotheses in rhi related to each other,
so the Sum-degree of qualitative correlations of hip is

calculated by considering qc’iZp (l = 1,2,...,m and i
p), that is,

.a_ K"~m tit
SDip = I w Lcl=l,l¢p q ip

m

where 0 < SDip <_ 1.

SDip expresses the total qualitative correlations be-
tween hip and all of its related hypotheses. If m = 1,
then SDip = 1. When m > 1, SDip is in the direct
ratio to the number of the related hypotheses in rhi
which are qualified to qualitatively support their re-
lated hypotheses.

Algorithm for Propagating Qualitative
Correlations

The algorithm for propagating qualitative correlations
among hypotheses to update the possibilities of hy-
potheses is described with the following steps.

Step 1: Calculating possibility propagation factor

p/2p is used to represent the possibility propagation
factor of hip from all of its related hypotheses, p/Z is
determined by considering the confirmatory or discon-
firmatory evidence obtained from SDip:

p.z (2m- 1) × SDi~
tP ~ m

where SDip < P~p < 2SDip.

PiZp is in the direct ratio to SDip. If m = 1, then

SDip = 1, and PiZp = 1. In other words, when qualita-
tive correlations among hypotheses are not available,
SDi, = 1 and P~, = 1. This is the only case to
which the method is not applicable. However, gener-
ally speaking, qualitative correlations among hypothe-
ses are always available in practical problems.

When m is fixed, the greater the number of related
hypotheses which are made with great possibilities, the
greater the SDip, therefore the greater the PiZ. When
SDip is fixed, p/2 depends on the number of related
hypotheses.

Step 2: Propagating qualitative correlations as
(dis)confirmatory evidence

With the possibility #i° and the possibility propaga-
tion factor p/Zp, a new possibility of hip can be calcu-
lated after considering qualitative correlations among
related hypotheses as confirmatory or disconfirmatory
evidence:

where 0 < #ip < 1.

The function of SDip is similar to the function of
LS and LN in Subjective Bayesian methods. How-
ever, both SDip and P~p are dynamically calculated by
considering qualitative correlations among related hy-
potheses, while in Subjective Bayesian methods both
LS and LN are provided by domain experts in ad-
vance. In addition, using P~p to calculate/zip is also
similar to using evidence to update the probabilities
of hypotheses. However, the method is applicable to
any problem where hypotheses have been made with
corresponding possibilities, while Subjective Bayesian
methods are usually applicable to the problems where
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evidence and the relations between evidence and hy-
potheses are explicitly provided.

Step 3: Updating possibilities of hypotheses

For hi, E rhl (l = 1, 2, ..., m), if/zi~ exists, then Pi~
is used to replace pi°.

Properties

The following properties can be drawn from the above
two algorithms.

Property 1: With the same number m, the greater
the number of related hypotheses whose possibilities are
greater than a certain value provided by domain ex-
perts, the greater the SDip; otherwise, the smaller the
SDi,.

Property 2: With the same m, the greater the SDip,
the greater the P~.

Property 3: With the same SDip, the greater the m,
the less P~p varies along with m.

Property 4: With the same pi °, the greater the P~p,
the greater the Pip.

Property 5: SDi, provides qualitative confirmatory
or disconfirmatory evidence ]or hip since Pip is in the

direct ratio to P~, and P~p is in the direct ratio to
SDi,.

The method can be graphically represented in Figure
2.

Figure 2: Propagation of Qualitative Correlations

Due to the propagation of qualitative correla-
tions among related hypotheses, the possibility of hi~
changes from #o to tip.

Implementation

The method has been applied to a practical system on
infrared spectrum interpretation, and has been tested
against about 300 real infrared spectra.
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Application Problem

The task of infrared spectrum interpretation is to inter-
pret infrared spectra of unknown compounds to iden-
tify the unknown compounds, or to identify the com-
positions of the unknown compounds (i.e., to iden-
tify what partial components (PC) the unknown com-
pounds contain)(Colthup et al. 1990).

In general, an infrared spectrum can be represented
as a set of peaks:

sp = {pl,p , ...,pn}.
The peak lists of partial components are known in

advance, each of which is a set of peaks that the partial
component can create. For example, the peak list of
partial component PC,~ is

PL(PC~)={p~,,, P~2, ..., P,~}.

If PC~ is contained by a compound, peaks in
PL(PC~) will appear on the infrared spectrum of the
compound (i.e., PL(PCa) C Sp).

Infrared spectrum interpretation is a typical prob-
lem of reasoning under uncertainty. Ideally, if all peaks
can be identified with 100% possibilities, the process
of infrared spectrum interpretation for unknown com-
pounds is simply a peak-matching process. In most
cases, however, peaks can not be certainly identified
due to the inaccuracy of spectral data.

Fuzzy logic and pattern recognition have been used
by many systems to handle inaccurate spectral data
(Colthup et al. 1990). However, fuzzy logic can deal
with a single inaccurate peak well, but can not deal
with a set of peaks as a whole: On the other hand,
pattern recognition can deal with a set of peak simul-
taneously, but two preconditions are required by pat-
tern recognition: one is that adequate data bases must
be obtained, and the other is that suitable metrics of
similarity between patterns must be provided.

By using the proposed method, infrared spectrum
interpretation is performed in a different way. Since
each partial component may create finite peaks at the
same time, ifpi is created by PC~ (Pi q Sp), then Sp is
partially created by PC~; if Sp is partially created by
PC~, then all of the peaks that PCa may create should
be contained by Sp simultaneously. Therefore, all of
the peaks created by PCc, are related to each other,
and the hypotheses that the corresponding peaks are
created by PCc~ are related hypotheses.

The related hypotheses have the following qualita-
tive correlations:

1. All peaks of a partial component should be identified
simultaneously, that is, if Pi is pip (Pi 6 Sp and
pip 6 PL(PC~)), then Pit 6 Sp (Pit 6 PL(PC~),
l = 1,2,...,m,l #p);

2. The peaks created by the same partial component
support each other. For example, if most peaks of



PC~ have been identified, these peaks will enhance
the identification of the rest peaks. Conversely, if
most peaks of PC~ can not be identified, then the
identification of the rest peaks will be depressed.

An Example

Figure 3 shows the peak of partial component CH3 in
3000-2900 cm-1. The accurate peak of CH3 in this
region should be a strong peak located at 2960 cm-1,

but in this example, the real peak of CH3 is only a
medium peak located at 2918 cm-1.

accurate peak I /~/

V
¥ real peak

Illllllllllllllllllll

Figure 3: Peaks of CHs

By considering the peak itself, the possibility that
the real peak at 2918 cm-1 is identified as the peak of
CH3 at 2960 cm-1 is 0.352 (Zhao & Nishida 1995):

o#p29eo = 0.352.

CH3 can mainly create 4 peaks: P2960, P2870, P146o
and P1380, which axe related to each other. If CH3 is
contained by the real infrared spectrum, then all peaks
of CH3 should be identified. Therefore, if other peaks
are all identified with great possibilities, CH3 is quite
likely to be contained by the real infrared spectrum,
and the other peak will qualitatively support the iden-
tification of the inaccurate peak at 2918 cm-1 as the
peak at 2960 cm-1.

The possibilities of other peaks are obtained with
the same method:

oP’p38,o = 0.850, P’m4eo° = 0.921and#pl3.oO = 0.975.

According to the proposed method, the qualitative
correlations between two related peaks are respectively
calculated as:

qc~::~°o = I, qc~12~e6~ = landq~°o = 1.

Then
SDp3~° =

2 2 x 4- 1
1’andPp~96° =

4
x 1 = 1.75.

So

1 - 0.352
~p29so = 1 1.75 = 0.629.

Therefore, the possibility that the real peak at 2918
cm-1 is identified as peak P29s0 of CH3 increases
from 0.352 to 0.629 due to the qualitative correlations
among related hypotheses. CH3 can not be identi-
fied before since one main peak can not be found from
the real infrared spectrum (i.e.,

~[~960 ~ 0.5).
Af-

ter considering qualitative correlations among related
hypotheses as confirmatory evidence, the peak can
be identified with considerably great possibility (i.e.,
po = 0.629)

P 0 "
~e above process is similar to the probability prop-

agation in probabilistic reasoning. However, neither
evidence nor relation between evidence and hypothe-
ses is required in advance.

Empirical Results

There are two metrics to evaluate the empirical results.
One is the rate of correctness (RC) which means the
rate that the identified partial component set is exactly
the same as the partial component set in the correct
solutions. The other is the rate of identification (RI)
which means the rate that how many partial compo-
nents in the correct solutions are identified.

Two methods are tested. One is the proposed
method, and the other is a conventional fuzzy method
which uses fixed fuzzy intervals and membership func-
tions to identify inaccurate peaks. The RC and RI of
the proposed method are 0.736 and 0.894 respectively.
In contrast, the RC and RI of the conventional fuzzy
method are 0.455 and 0.812 respectively.

Table 1 gives the RCs and RIs of some known sys-
tems in which "/" means that the corresponding num-
ber is unavailable.

Systems

R//C

RI
Anand’ s System 0.870
Hasenoehrl’ s System 0.980
Robb’ s System 0.533 /
Sadtler’s System / /

Table 1: Experiments Evaluation with RC and RI

Anand’s system adopts neural networks to interpret
infrared spectra (Anand et al. 1991). Its RI is about
0.870, but its RC is not available. Hasenoehrl’s sys-
tem adopts pattern recognition techniques to interpret
infrared spectra (Hasenoehrl et al. 1992). Its RI is
about 0.980, but its RC is not available. Robb’s sys-
tem adopts numerical and other techniques (Robb 
Munk 1990). Its RC is 0.533, but its RI is not avail-
able. Sadtler’s system is based on quantitative com-
parison between known and unknown infrared spectra
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(Sadtler 1988). The system determines the possibility
of an unknown pattern being a known one by calcu-
lating the quantitative similarity or closeness between
the two patterns. Both of its RC and RI are not avail-
able since it gives all possible solutions as results from
which users have to decide the right one by themselves.

Comparison with Related Work

The propagation of qualitative correlations among re-
lated hypotheses in the proposed method is similar to
the probability propagation in Bayesian methods - if
we view the qualitative correlations among related hy-
potheses as pieces of evidence (Dempster 1968, Kleiter
1992). In solving the problems where qualitative corre-
lations among related hypotheses can be extracted and
used, the method is better in the following aspects:

1. In traditional Bayesian methods, evidence and its
prior probability, hypotheses and their prior proba-
bilities, and the relations between evidence and hy-
potheses (e.g., LS and LN in subjective Bayesian
methods) are all provided and fixed by domain ex-
perts in advance, so knowledge acquisition is a diffi-
cult task, and consequently, inconsistency can hardly
be avoided (Duda et al. 1976). In the proposed
method, however, only a few numbers are needed
in advance. Instead, qualitative correlations among
related hypotheses and other dynamically obtained
information are used and propagated;

2. Traditional Bayesian methods require that the evi-
dence which supports or depresses hypotheses be ex-
plicitly provided, and are effective for the problems
where the relations between evidence and hypothe-
ses are known. The proposed method, however, is
applicable to the problems where the relations be-
tween evidence and hypotheses are unknown as well
as the problems where the relations are known.

When qualitative correlations among related hy-
potheses are available, and assumptions necessary for
Bayesian methods are hard to obtain, the proposed
method is better. However, when qualitative corre-
lations among related hypotheses are not known, the
method is not applicable. The method is especially ef-
fective to interpret inaccurate numerical and symbolic
data by considering qualitative correlations among re-
lated data as confirmatory or disconfirmatory evidence.

Conclusions

In this paper, a novel method for propagating quali-
tative correlations among related hypotheses as con-
firmatory or disconfirmatory evidence was presented.
The function of the method is similar to the probabil-
ity propagation in Bayesian methods. However, com-
pared with traditional Bayesian methods, the proposed
method can be applied to the problems where evidence
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or the relation between evidence and hypotheses is not
explicitly given, or is not complete. In addition, the
proposed method needs few numbers and assumptions
in advance. Therefore, it is quite simple, and can ef-
fectively avoid inconsistency in knowledge bases. The
method has been applied to infrared spectrum inter-
pretation, and has been tested against about 300 real
infrared spectra. The empirical results show that it is
significant better than the traditional methods used in
many similar systems.
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