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Abstract

We describe several joint problem solving strate-
gies for a team of multi-interest constraint-based
reasoning agents. Agents y/eld in one area of con-
flict in order to gain concessions in another area.
For example, in a distributed meeting scheduling
problem, individuals with different preferences
may be willing to give up the choice of the loca-
tion for the meeting if allowed to choose the time
of the meeting. Compromise benefits the overall
solution quality by allowing each agent an oppor-
tunity to participate in the solution. We demon-
strate the utility of this approach using a collec-
tion of agents collaborating on random graph col-
oring problems. We propose several simple met-
tics for evaluating solutions from the perspective
of individual agents, and additional metrics for
evaluating the solutions as compromises. Finally,
we experimentally evaluate the performance of
the strategies with respect to the metrics.

Introduction
Individuals may bring different priorities to a prob-
lem. How they can best work together to produce a
compromise solution? This is, of course, an old is-
sue in human affairs. Nowadays we envision computer
agents grappling with this issue, perhaps representing
our preferences. We address this issue here in the con-
text of constraint satisfaction problems (CSPs), which
are widely encountered in artificial intelligence.

We propose several simple strategies for joint prob-
lem solving that lead to compromise solutions. We
propose several simple metrics for evaluating solutions
from the perspective of individual agents, and addi-
tional metrics for evaluating the solutions as compro-
mises. Finally, we experimentally evaluate the perfor-
mance of the strategies with respect to the metrics.

CSPs are composed of variables, values and con-
straints. A solution assigns a value to each variable
such that all the constraints, specifying acceptable
value combinations, are satisfied. We provide a sim-
ple, initial model of preference where each agent has
a ranking for the potential values for variables. We
employ coloring problems here as a tested. Coloring

problems require assigning colors to variables, where
specified pairs of variables cannot have the same color.
They model basic scheduling and resource allocation
problems. Here we assume that each agent ranks the
colors in order of preference.

We use this domain to begin an investigation of ques-
tions like: What is a good compromise strategy if max-
imising the sum of the values assigned to the solution
by the participants is less important than minimising
the disparity among those values? (This is a situation
familiar to any parent who has had to provide treats
for several siblings.)

We describe the compromise strategies, the individ-
ual metrics, and the compromise metrics in the fol-
lowing section. Next, we present our experiments, de-
scribing the experimental design and then graphing the
behavior of the different strategies with respect to the
different metrics. In the last section we briefly relate
our work to previous work and suggestion directions
for further research.

Compromise Strategies and Metrics
In this section we describe four joint problem solving
strategies and evaluation metrics for constraint agents.
The strategies we propose emphasise the emergence of
a compromise solution among a team of agents. The
strategies are useful when agents have competing goals
but perceive an advantage to working together in a fair
way and may be useful in application areas where user
preferences play an important role, such as scheduling,
intelligent user interfaces, and telecommunication.

Strategies
The joint problem solving strategies have the following
characteristics:
¯ All group members participate in generating a prob-

lem solution.
¯ Agents are not guaranteed an individual optimal so-

lution.
¯ The strategy doesn’t unfairly favor any agent.
, There is no central controller monitoring the prob-

lem solving process.
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¯ Agents consider only their own preferences when se-
lecting a value to assign to a variable.

Turn taking strategy Turn-taking is a simple
strategy where agents take turns assigning values to
variables. During problem solving the agent whose
turn it is sends a message to the team containing the
variable-value assignment. Agents perform backtrack
search for the solution together. Each agent knows
when a conflict occurs and they know the agent re-
sponsible for the variable assignment. At that point,
the agent originally assigning the variable a value
chooses again. When a solution is found, the agents
report their individual metrics. Of course, turn-taking
doesn’t guarantee an optimal solution for individual
agents, but it does guarantee each an opportunity to
make some variable assignments.

Average preference strategy The average prefer-
ence strategy is an a priori computation of the average
preference utility for the values of each variable. The
value selected for assignment has the highest average
preference utility. When a solution is found agents
compute their metrics based upon their original set of
preference utilities.

Concession strategy The concession strategy is a
variation of turn-taking; agents maldng a variable as-
signment will concede their turn to another team mem-
ber if the other agent has a higher preference utility for
a variable-value assignment.

Lowest score strategy During search agents track
their scores for the current labeling of problem. When
a variable is to be assigned a value the agent with the
lowest score chooses based upon its own preferences.

The average preference strategy may be appropri-
ate in domains where agents are willing to exchange
all their preferences. For example, agents in a course
scheduling application represent the interests of teach-
ers, students, and administrators; the scheduling pref-
erences for each agent can be stated and shared prior
to problem solving. An important goal in this domain
is to achieve high solution qualities for the group while
minimizing disparities among the agents.

A strategy that supports information hiding, such
as turn-taking, may be important in situations where
the agents are willing or required to work together to
solve problems but because of privacy reasons they
are only willing to share partial information during
problem solving. For example, agents from different
telecommunication companies may be willing to coop-
erate to solve a routing problem but would like to do
so by maximizing their own preferences while cooper-
ating with others. Compromise strategies may also be
important to intelligent user interface agents, such as
(Maes 1994), (Sycara & Zeng 1996), and (Marc 
dreoli et ~l. 1995), where the primary purpose of the
agent is representing the preferences and priorities of

humans.

Metrics

We propose simple metrics to compare how well indi-
vidual agents fare, how well the group performs when
using each compromise strategy, and the efficiency of
each strategy. The selection of an appropriate com-
promise strategy is dependent upon the type of group
interaction desired and the type of measurements used.
The sum and product metrics are similar to the metrics
proposed by (Rosenschein & Zlotkin 1994) for evaluat-
ing 2-agent negotiation protocols. We consider the ef-
ficiency of the compromise strategies by comparing the
number of constraint checks generated during problem
solving.

Individual metrics The product and sum measures
are an indicator of an agent’s preference for a particular
problem solution. The sum metric is the sum of the
preference utilities for each variable-value assignment
in the solution. The product metric is the sum of the
log(preference utility of value) for each variable-value
assignment in the solution.

Group Metrics

The compromise strategies are compared using the fol-
lowing metrics:

¯ median of individual metrics for each agent

¯ maximum solution quality of the group

¯ minimum solution quality of the group

¯ difference between maximum and minimum solution
qualities (Max - Min)

¯ number of constraint checks

The solution quality for the above metrics can be com-
puted by using either the product or sum measure of
solution quality. The minimum sum and minimum
product over the agents indicates the minimum solu-
tion quality generated by the agents on the team. The
maximum and median metrics are used to determine
which strategy returns the highest solution qualities
for the team of agents. Teams of agents may also be
concerned with the disparity among the solution qual-
ities of the agents; (Max - Min) is a good indicator of
disparity. A strategy where team members have a sim-
ilar solution quality will have a low (Max - Min) score.
The average number of constraint checks is an indica-
tor of team problem solving efficiency of a particular
strategy.

Experiments

We evaluate the utility of the proposed compromise
strategies and metrics using solvable random color-
ing problems. Coloring problems are representative of
scheduling and resource allocation problems. In these
problems, colors must be assigned to variables so that
related variables do not have the same color.
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The experiments were run on a set of 100 random
coloring problems with the following characteristics:

* number of variables - 30

¯ domain values (colors) for each variable = 

¯ constraint tightness = 0.833

¯ constraint density - 0.I

¯ each problem is solvable

¯ team size -- 3

We chose these problem parameters because the
problems were easy to solve. We had similar results
when we tested the turn taking strategy on sets of
problems at other densities (0.4, 0.3, and 0.25). 
are currently performing experiments with the other
strategies at various densities and we are running ex-
periments with teams of ten agents.

The agents each use identical search algorithms and
CSP representations except for their preference vec-
tors. The preference vectors were randomly assigned
when the problem representation was created. The
problem representation of each agent was augmented
with a preference utility for each value associated with
a variable. The preference utilities were assigned on s
scale of i to the maximum domain size. For example,
if the domain size is 6, the maximum preference value
6 can only be assigned to one of the domain values of
that variable. The product and sum metrics are used to
gauge the quality of the overall solution by combining
preference utilities for the variable-value assignments
that have been made.

Agent Turns Avg Cone Lowest
1 38 43 39 38
2 40 43 39 39
3 39 43 39 39

Individual Product Metric

Agent Turns Avg Cone Lowest
1 124 137 126 124
2 127 136 128 125
3 125 137 126 125

Individual Sum Metric

The compromise algorithms are based upon simple
backtracking where the variables are lexically ordered.
When a variable is selected for instantiation the agents
run a value selection function to choose the value for
the variable based upon the compromise strategy and
backtrack proceeds.

The agents exchange messages containing their
choice for a variable-value assignment. In the turn-
taking, concession, and lowest-score strategies the
agents do not know about the other agents prefer-
ence values; the agents only know the values the other

agents have chosen during the search process. A more
sophisticated belief model might keep track of the other
agent’s selections and use that information as the basis
of negotiation during later stages of backtracking.

The results reported in the tables below are for 97
of the i00 problems. The team of agents were able to
find a compromise solution to 97 of the I00 problems
using the different strategies. However, on 3 problems
the agents had difficulty (very long processing times)
finding a solution regardless of the strategy used by the
agent. As an initial attempt to address this problem in
our model we allowed the agents using the turn-taking
strategy to restart problem solving after rotating their
turn-taking order. Given this change the team was able
to solve 2 of the 3 problems. This same technique was
used for the concession and lowest-score strategy and
proved useful because turn-taking is used when there is
a tie in these strategies; the agents were able to find a
solution to the same 2 of 3 problems. The average pref-
erence strategy uses the same set of preferences for all
agents so the agents rotating positions does not affect
problem solving. The team using the average prefer-
ence strategy was unable to solve the three problems.

average
max
min

max-min

Turns Avg Cone Lowest
39 43 39 39
40 43 39 39
38 43 39 38
2 0 0 1

Group Product Metr|cs

average
max

min
max-lTLln

Discussion

Turns Avg Conc Lowest
125 137 126 125
127 137 128 125
124 136 126 124
3 1 2 1

Group Sum Metrics

The graphs in figures 1-5 show solution qualities for
each strategy and group metric. To select a compro-
mise strategy for a team the designer must consider:

¯ lowest solution quality generated by an agent on the
team

¯ median solution quality - the team score

¯ highest solution quality generated by an agent on
the team

¯ disparity of scores among team members

¯ problem-solving performance - constraint checks

¯ information-hiding

Trade-otis are necessary; no one strategy wins in ev-
ery performance area. A team requiring a low disparity
among team members and information-hiding will se-
lect the concession strategy. While a team requiring
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high problem-solving performance would choose turn-
taking.

The average preference strategy provides high solu-
tion quality and low disparity among agents so per-
forms very well as a compromise strategy but there
are two issues that must be considered.

1. The strategy requires agents to exchange all prefer-
ence utilities before beginning problem solving.

2. The strategy is not as efficient as other strategies.

The Max group metric identifies which strategy pro-
duced the highest average solution quality. The aver-
age preference metric performs best by both the sum
and product measures; the concession, turn-taking,
and lowest-score strategies are similar.

Max - min measures the difference in solution qua]-
ities over the set of agents, so a low score is best. This
measure is useful when we are interested in everyone
on the team being equally happy. The average pref-
erence strategy and the lowest-score strategy generate
solutions in a way that minimizes the disparity of the
scores among the agents. The greatest disparity occurs
when the agents use the turn-taking strategy.

The table below shows the number of constraint
checks performed by an agent during problem solving.
The turn-taking strategy has the best problem-solving
performance characteristics by this metric. However,
the constraint check disparity is due to a few prob-
lems with many constraint checks. We plan to further
investigate the performance characteristics.

average
median

max
rain

Turns Avg Conc Lowest
315 324 324 324
331 544 2702 375
1104 11397 22926 2415
210 208 192 234

Agent Constraint Checks

Related Work and Conclusion

Related Work
Rosenschein and Zlotkin (1994) applied game theory 
the design of interaction protocols for multiple agents.
Our use preference utilities is similar to the use of util-
ities in worth oriented domains. Worth oriented do-
mains are a class of domains where agents assign a
worth to states of the world; 2-agent interaction pro-
tocols are evaluated in competitive worth oriented do.
mains, We use evaluation metrics to measure both
individual agent performance and group performance.
Our metrics are different because of the way we com-
pute the solution quality. Solution quality in (Rosen-
schein & Zlotkin 1994) compares the utilities of indi-
vidual variables using both sum and product metrics.
We compute the sum (product) across the solution for
an individual agent and then find the median in the set
of experiments for individual agents. The group solu-
tion is a comparison of the performance of the team

metrics. The computation we use focuses on the qual-
ity of the complete solution rather than the quality of
the pieces of the solution.

(Wellman 1994) uses a market economy model to de-
sign the interaction protocol of multiple agents solving
distributed configuration design problems. Preferences
in the producer/consumer example are represented by
utility functions; consumer agents use the utility func-
tions to decide whether or not to consume a product.
The focus of the work is to provide a framework sup-
porting decentralized multi-agent interactions.

(Liu & Sycara 1994) focus on handling over-
constrained meeting scheduling problems using agent
preferences. Agents agree or disagree to schedule a
meeting using their own preferences but they do so
given a global representation of the problem, so they
can relax local constraints that may not be important
given a particular meeting. Agents exchange meeting
scheduling constraints to create a global represents-
tion of the problem. This global information exchange
is similar to the way the agents in our system exchange
preferences when computing a value ordering based
upon average preferences.

Future Work

Areas of future work include:

¯ increasing the number of agents involved in problem
solving,

¯ comparing strategies across other metrics, such as
the distance from an optimal solution,

¯ modifying the turn taking strategy so the agent
chooses which variable to instantiate as well as the
value for the variable.

We are interested in extending the compromise
strategies so agents can improve the solution by heuriz-
tic repair. The concession and lowest-score strategies
may be modified so that the compromise process con-
tinues until consensus is reached. In this variation the
agents compute the quality of a given a solution to the
problem. If the solution quality is below a minimal
threshold the agent proposes changing the solution;
each agent may propose, agree, or disagree to solu-
tion changes but no changes can diminish the group
solution quality. Although communication costs will
increase in this scenario the individual solution quality
obviously improves while maintaining a minima] group
solution quality. Consensus is reached when no further
changes are proposed by the agents.

Conclusion

The contributions of this work include the application
of joint problem solving strategies among a group of
constraint agents that have different preferences. We
consider the meaning of a good group solution and pro-
pose simple metrics to evaluate the quality of the so-
lution.



The turn-taking, average preference, concession, and
lowest-score strategies provide a protocol for mutual
yielding when self-lnterested agents must work to-
gether. In each case, individual agents benefit because
their preferences are considered during joint problem-
~olving.
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