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Abstract
Scheduling techniques have been intensively studied by
several research communities and have been applied to a
wide range of applications in computer and manufacturing
environments. Most of the scheduling problems are NP-
Hard. Therefore, heuristics and approximation algorithms
must be used for large problems when timing constraints
have to be addressed. Obviously these methods are of
interest when they provide near optimal solutions and when
computational complexity can be controlled.
This paper presents such a method based on Hopfield
Neural Networks. With this approach, a scheduling
problem is solved in an iterative way, finding a solution
trough the minimization of an energy function. As the
minimization process can fall into a local minimum we can
not guarantee that the process will find an optimal solution.
Worst, a solution can be missed in some cases.
An interesting property of this approach is its capacity to
trade-off the quality for computation time. Indeed, the
convergence speed of the minimization process can be
tuned by adapting several parameters that influence the
quality of the results. We will demonstrate in this paper that
an anytime probabilistic algorithm can be constructed by
combining in sequence a set of minimization processes with
decreasing convergence speed.

1 Introduction

Resource bounded reasoning systems are required in
particular context, in which taking the optimal decision
does not consist in computing the result with best
quality but rather in performing the best trade-off
between resource consumption and quality of results. In
order to address this issue, several approaches have been
proposed so far, among which we can quote anytime
algorithms [1][14], flexible computation [9], imprecise
computation [11], approximate processing [10], design-
to-time scheduling [6] and probably bounded optimal
agents [12].

In this paper, we present an application of these
techniques for solving scheduling problem instances
under time constraints. The scheduling problem we
consider is defined by a set of non pre-emptive tasks
over a set of processors. Each task Ti is characterized by
a given processing time pt, a time before which T~ cannot

begin its execution (Ri the ready time) and a time before
which T~ must complete (Ai the deadline). The problem
is to find a schedule that respects all these constraints in
a time that is imposed by the environment.

The approach we propose is based on a general
inference mechanism which is implemented by a
Hopfield Neural Network. This approach has retained
our attention because a trade-off in solution quality
versus time make it possible to construct easily a
resource bounded scheduler.

This paper is organized as follows. In section 2, we
present our model, based on Hopfield Neural Networks
and illustrate it with the encoding of the scheduling
problem we are interested in. In section 3, we present
several methods to construct an anytime scheduler.
Different policies have been experimented on a large
amount of randomly generated examples.

2 Anytime Neural Network

2.1 Our model
Neural computation is based on the parallel processing
of elementary simple units, called formal neurons. A
great amount of work based on such connectionist
models is devoted to pattern matching or classification.
In this case, each neuron plays a processing role for
perceptual fragments. More rarely, connectionist models
can also be adapted for optimization problems. In this
case, some emergent properties are exploited to use a set
of constraints. The Hopfield model [8] is a good
example of such an approach. It is made up of a set of
fully interconnected processing elements. The model
relies on three major forms of parallel organization:
parallel input channels, parallel output channels and
parallel computation of the processing entities (called
neurons). Each neuron has an external input, performs 
weighted sum of all its inputs and applies a sigmoid
function to the result to obtain a value in the interval
[0,1]. This model was originally proposed as a Content-
Addressable-Memory, able to store and to retrieve
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pattern. Later, its author explained how an energy-based
analysis of this model could enable its use for
optimization problems.

The Cohen and Grossberg stability rules [3] state the
conditions under which the energy function
implemented by an Hopfield Neural Network converges
to its minimal value. When the external input and the
weights of the connections are set to define the energy
function E, the result of the processing gives the output
that minimizes E. Thus, if we can match the energy
function to an optimization problem, the criteria will be
reached when the Hopfield Neural Network will be in a
stable state. Hopfield used this property to tackle the
traveling salesman problem [8].

Taggliarini and Christ present in [13] a simple method
to encode into a simple Hopfield Neural Network a set
of Boolean variables on witch constraints are applied.
This model was applied more recently to solve
scheduling problems [2] [7].

2.2 Encoding a scheduling problem

Let us remind the problem we are considering. We want
to find a schedule of a set of non pre-emptive tasks over a
set of processors. Each task T~ is characterized by a given
processing time Pi, a time before which T~ cannot begin its
execution (Rl the ready time) and a time before which 
must complete (A~ the deadline). Figure 1 exemplifies
such a schedule. In this example, we randomly generate
10 tasks in a planning window of 37 seconds. Each task
has its own release time, processing time and deadline.
The resulting schedule is shown as a bar-graph. Black and
white rectangle represent a neuron with an output value
set respectively to one or zero. Each light dashed
horizontal line stands for a temporal window associated to
one task, and each dark dashed horizontal line represents
the time required for the task execution.
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Figure 1 : A feasible schedule

To represent such a scheduling problem in our system,
we have to work on a discreet representation of time
such that each neuron stands for the activation of a task
at a given time. Thus, a problem instance is represented
by a two dimensional array of neurons. The first
dimension of the array stands for the tasks to be
scheduled and the second dimension stands for the time.
The second dimension has a size which depends on the
way the time is split up.
The variables of the problem being defined, the
constraints of a problem instance have to be encoded.
They are of two kinds :

intra-task constraints to encode release times r~,
deadlines Ai and duration times pi. Those constraints
state that each task must start between its earliest
begin time r~ and its latest begin time (Al - Pi).
inter-task constraints stating that at any time, there
are no more active tasks than the number of
processors available. Thus no more than n tasks are
active per unit of time for an execution when n
processors are available.

These constraints can be directly implemented in the
network by fixing both the input values and the weight
of the connections of the network such that the energy
function encoded in the network has a minimum value
which corresponds to a feasible schedule.
More details about the encoding of the problem are
given in [4].

2.3 Approximations
With the objective of addressing real-time applications,
we have proposed in [4] a method which enables to
design resource-bounded scheduling algorithms using
Hopfield Neural Networks. In [5], we have extended
this work by studying the incidence of two kinds of
approximation criteria on the processing time and on the
success rate. By tuning those two approximation criteria,
we have obtained a set of run-time executions of the
Hopfield minimization process with different
characteristics (quality, efficiency).

2.3.1 Granularity of time

In our model, a problem must be represented as a set of
Boolean variables and a set of constraints of two kinds :
k out of n, at most k out of n. This implies a discrete
representation of time. The complexity of the
minimization process of an Hopfield network is directly
related to the number of neurons (boolean variables) 
the network. Thus, the granularity of the time
representation influences directly the speed of the
computation. The lower the value of the unit of time will
be, the more neurons to represent time schedule are
necessary, thus the more important the execution will be
but in the other hand, the more precise the result will be.
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2.3.2 Threshold function of each neuron

Another way to realize approximations is related to the
nature of the network : the convergence speed of a
Hopfield network is dependent on the slope of the
sigmoid defining the threshold function of each neurons
in the network. Thus, the value of this slope can be
tuned to adjust time needed for reaching a stable state.
We have experimentally demonstrated that for
homogeneous instances of our scheduling problem, the
number of iterations needed for the convergence process
is nearly constant.

2.4 Performance profiles
In the following, we report two kinds of experiments.
The fhrst one considers our approach from the anytime
point of view, i.e. as an iterative and interruptible
process improving continuously the quality of the result
over time. We show that this point of view is adequate if
we define the quality of a solution as the number of
satisfied constraints. The second point of view considers
our approach as a non interruptible process, and we
measure the success rate depending on the two
approximation criteria given in previous section. In both
cases, problem instances are classified such that a
performance profile is associated with an homogeneous
set of instances (in term of complexity of the instances).
Thus a class is characterized by : the number of tasks to
be scheduled and the number of time units defining the
horizon of the problem. For example all instances of a
scheduling problem with 10 tasks and 100 time units are
in the same class. Thus, each performance profile is
obtained by measuring statistically the evolution of the
quality (or success rate) over time. For this purpose, 
random generator of scheduling problems has been
defined in order to produce thousand of problem
instances for each class.
In the following, a contract is a configuration of the
neural network with the two approximation criteria
respectively set to one value. Contracts are ordered
according to execution time needed for their
achievement. Execution times are expressed in term of
the number of iterations. Thus performance profiles are
not dependent neither on the workstation executing the
contract nor on the overall load.

2.4.1 Quality versus computation time

The anytime behavior of our approach is presented in
Figure 2 which exemplifies performance profiles of
several contracts obtained for one class of problem.
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Figure 2 : Performance profiles

The horizontal axis corresponds to the number of
iterations, while the vertical axis corresponds to the
opposite of the number of violated constraints after a
given number of iterations. Theses results have been
computed on a corpus of 10 000 problem instances
belonging to a given class. The considered class is
characterized by problem instances of 20 tasks; each
task has a duration set between 1 and 6 time units and an
execution window whose duration is less than twice the
task duration; and an horizon composed of 80 time
units. Each problem instance in the corpus has been
chosen to be feasible.
We can remark that the quality (number of satisfied
constraints) is really an increasing function of the time
dedicated for the resolution.

2.4.2 Success rate versus computation time

Figure 3 shows the success rate, i.e. the percentage of
correctly solved scheduling problems, that we can get
depending on the two parameters defining a given
contract: granularity of time and convergence speed.
The success rate has been estimated on a corpus of
100 000 feasible problem instances. Figure 3
exemplifies the kind of performance profiles we get for
a class of problem instances. The graphic represents the
mean success rate (y axis) we can expect depending 
the time granularity (z axis) and the convergence speed
(x axis) defining a contract.
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Figure 3 : Success rates of the contract algorithms

We can see on the graphic that the longest contracts are
not the ones that give best success rates. For small values
of allocated time (small values of convergence speed) 
the success rate increases with the convergence speed (i.e.
with execution time), but then decreases for greater values
of the convergence speed and finally sensibly decreases
for the highest values of the convergence speed. It means
that increasing the precision of refinement variables is not
enough to guarantee best success rate as it is not
proportional to the quality of the result. Consequently, our
system, in a global point of view, is not a contract
anytime algorithm, as the success rate does not strictly
increase with a priori execution time.

However, an interruptible anytime probabilistic algorithm
can be constructed by sequencing the contracts with
different characteristics. The idea is that the contracts are
complementary: the problem instances solved by one
contract are quite different than those solved by an other
contract. Thus by chaining several contracts the success
rate increases over the sequence. The remaining of the
paper demonstrates this fact over additional experiments,
our aim is to build the sequence of contracts that will be
the most likely to solve a given class of problems under
some resource constraints.

3 Chaining contracts

3.1 Building the optimal sequence
At any time, the optimal policy will determine how to
choose the contract that offers the best chance to end
before the deadline and to deliver the best result. In
order to build an optimal sequence, we have to compute
conditional performance profiles that define the success
rate of a given contract knowing that an other given
contract failed to find a solution. Figure 4 illustrates
such a conditional performance profile : the vertical axis
represent failed contracts, the horizontal axis stand for
tested contracts and the darkness of the points on the
map states for success rates.
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Figure 4 : Matrix of Success Transition

By using this matrix, we can compute the optimal
sequence (i.e. the one that have the best success rate) for
a fixed deadline : as each execution time is bounded and
each success rate can be estimated by the matrix, we can
select the sequence that will finish before a given
deadline and which will be the more likely to get a
correct result.

This matrix also shows that for low values of the
convergence speed, the higher you increase the values,
the more likely you are to get a good schedule. But, in
the other hand, the higher the convergence speed, the
longer the execution time. Thus, for an unknown
deadline, the principal difficulty is to find a sequence of
contracts that are far enough to improve the actual
success rate but close enough to get an answer before
the deadline is reached.

3.2 Composition policy

The difficulty come from the a priori uncertainty in the
deadline of the problem. The different possible
sequences have to be computed so as to dynamically
select the best one. Consequently, a good trade-off has
to be found to select a contract far enough to give
correct result and close enough to give a quick result.
An example of such a trade-off consist in executing a
sequence of contracts where each duration is twice as
much as the previous one. If the first contract has a
duration of t seconds, the sequence is pursued by a

,thcontract of duration 2t, the ~ contract executed will
have a duration of 2i.t seconds. This policy guarantees
that in the worst case, at least a quarter of time allocated
for resolution was efficiently used.

One way to verify that this policy is efficient is to
compare it with other chaining policy. Figure 5
exemplifies typical performance profiles (probability of
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success versus number of iterations) obtained by
chaining contracts with duration following an arithmetic
progression. Note that a contract can find a solution
before its allocated time. This is due to the variance of
the duration of a contract depending of the instance of
problem for a given class.
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Figure 5 : Arithmetic progression

6, exemplifies typical performance
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Figure profiles
obtained by chaining contracts with duration following a
geometric progression.
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Figure 6 : Geometric progression

Figure 7 gives an example of a performance profile
stating the quality (in term of number of violated
constraints) versus computation time of a geometric
progression. Both criteria quality and success rate are
increasing over time.
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Figure 7 : Quality versus time

4 Conclusion
In this paper, we have presented the Hopfield Artificial
Neural Network model and its capability to be used for
solving a particular scheduling problem : tasks with
release times, deadlines and computation times to be
scheduled on several uniform machines. We have
validated our approach on a great number of randomly
generated examples. Results are better than an efficient
scheduling heuristics when no timing constraints exists.
It is capable of adapting its behavior when timing
constraints are imposed by the application as it is an
anytime algorithm. Furthermore, this approach can be
easily parallelised and even be replaced by a specific
hardware system. Thus, it can be on-line used on
systems where computation time available for
scheduling is very low. A third advantage is the ease of
extending the approach. We can easily tackle other
classes of problem by adding constraints to the existing
network or by modifying the defined constraints.
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