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Abstract

Tools for inducing knowledge from databases,
often grouped under the term knowledge dis-
covery, are becoming increasingly important to
organizations in business, government, and sci-
ence. However, relatively little attention has
been paid to the long-term management of in-
duced knowledge. Induced knowledge presents
unique challenges, including managing statisti-
cal significance and inductive bias. These chal-
lenges have important implications for valid and
efficient knowledge management.

Executive Summary
Algorithms for inducing knowledge are becoming in-
creasingly important in business, government, and sci-
ence. In the past three years, a large number of com-
mercial systems for knowledge discovery have been de-
veloped and fielded, and these systems are being ac-
tively applied by hundreds of organizations (Fayyad,
Piatetsky-Shapiro, & Smyth 1996). This increasing
interest has also been reflected in the research commu-
nity, where knowledge discovery and data mining are
the subject of several new conferences, journals, and
books)

Typically, these systems are concerned with produc-
ing knowledge. They analyze a data sample to pro-
duce a set of inductive inferences that are then applied
directly by human users or encoded into other soft-
ware. However, knowledge-based systems are increas-
ingly coming into long-term use within organizations.
This implies the need to explicitly maintain and man-
age all knowledge, including knowledge that is derived
inductively.

1 e.g., respectively: The Third International Conference
on Knowledge Discovery and Data Mining (KDD-97) and
the International Symposium on Intelligent Data Analysis
(IDA-97); Data Mining and Knowledge Discovery (Kluwer)
and Intelligent Data Analysis (Elsevier); and (Fayyad et al.
1996)

This paper argues that induced knowledge has at
least two unique characteristics, and that these char-
acteristics impose special requirements on knowledge
management systems. The first characteristic con-
cerns statistical significance, characterized by a non-
zero probability that any observed relationship may
be due to random variation alone. The need to evalu-
ate statistical significance implies that knowledge man-
agement systems must be at least loosely coupled with
systems for two other functions: data management and
induction. Knowledge cannot simply be induced and
then permanently transferred to a knowledge manage-
ment system. Instead, continued communication be-
tween these systems is necessary to effectively manage
induced knowledge. The second unique characteristic
of induced knowledge is inductive bias, the ordering of
possible models imposed by a search procedure. Induc-
tive bias provides additional reasons that knowledge
management systems should be coupled with systems
for induction.

If knowledge management systems contain induc-
tively derived knowledge, but fail to account for these
unique challenges, they will fall prey to several patholo-
gies. These include faulty estimates of validity, missed
opportunities to discover useful relationships, and re-
dundant search efforts.

The remaining three sections support these claims.
The first two sections introduce statistical significance
and inductive bias, provide examples, and present im-
plications. Readers who already understand these con-
cepts may wish to skip the front portions of these sec-
tions, but they are provided for completeness. The
third section discusses system design issues in the con-
text of these characteristics and their larger implica-
tions for the situatedness of induction and knowledge
management.

Statistical Significance
A particular type of uncertainty is associated with all
induced knowledge. There is a probability p that any
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observed relationship is merely due to random varia-
tion. Even if there is perfect correlation between two
variables, there is still a non-zero probability that the
relationship occurred by chance alone.

An Example

For example, consider the simple data sample shown
in Figure 1. The model M, here represented as a rule,
expresses a relationship between two variables, and the
data sample D provides a way of empirically evaluating
the accuracy of that model. The relationship expressed
by M in the data sample D can be compactly expressed
by the contingency table in Figure 1.

Assuming that M was derived independently of D,
it is possible to estimate the probability p using two
things: 1) a statistic, and 2) its reference distribution.
A statistic summarizes the quality of a relationship in a
single scalar measure. A standard statistic for the type
of table in Figure 1 is the G statistic (Cohen 1996).

where f/j is the number of occurrences, or frequency,
in the cell i, j and ]iS is the expected value of that cell.
In this case, the expected value is fi.f.j/f.., where fi. is
the total frequency in row/, f.j is the total frequency
in column j, and f.. is the total of all cells in the table.
The table in Figure 1 results in a G value of 3.55.

A reference distribution indicates the frequency of
a statistic’s values that would be expected under the
null hypothesis -- in this case, the hypothesis that the
variables V1 and V2 are independent. The reference
distribution for G is a chi-square distribution with (r-
1)(c - 1) degrees of freedom, where r is the number 
rows and c is the number of columns in the table. The
table in Figure 1 has one degree of freedom.

As shown schematically in Figure 1, 5.9% of the ref-
erence distribution for G is equal or greater to 3.55,
indicating that p(G >_ 3.55[H0) = 0.059, where H0
is the null hypothesis. The probability p can be very
small, but it is always non-zero.

The Meaning of Statistical Significance

In general, statisticians refer either to p directly or to
statistical significance. A relationship is statistically
significant if its value of p is less than some preset
threshold c~, typically 5% or 10%. An alternative ap-
proach with exactly the same effect is to determine
whether a G value exceeds a certain critical value --
the value of G corresponding to a. The 10% critical
value for G is 2.706 -- the value above which 10% of

G’s distribution lies. The model in Figure 1 is signifi-
cant at the 10% level because its G value exceeds the
10% critical value.

The probability p is distinct from what could be
called the inferential uncertainty of a relationship, the
uncertainty associated with making a particular infer-
ence. The model M might be said to have an inferen-
tial uncertainty of 20%; based on D there appears to
be a 20% probability of making an incorrect inference
when using the rule. Statistical significance and infer-
ential uncertainty are related, but the relationship is
mediated by several other factors discussed below.

Statistical significance is also distinct from the prob-
ability that a particular model is "correct." It is a mis-
take to think that, merely because a model is statisti-
cally significant, that it is necessarily correct. Indeed,
the actual relationship could have a different functional
form than the induced model, less (or more) inferen-
tial uncertainty, different parameter values, additional
(or fewer) variables, latent variables, and many other
differences.

Instead of a guarantee, statistical significance is only
a minimum indicator of validity. If an observed rela-
tionship can be explained entirely as chance variation
(e.g., p is very large), then there is little need to inves-
tigate that particular relationship further. If p is very
small, then additional questions about the form and
meaning of the relationship may be worth investigat-
ing.

The discussion above suggests a design requirement
for knowledge management systems: an estimate of
p should be calculated and stored along with knowl-
edge that has been derived inductively. This estimate
can be used, along with other information, to judge
the validity of an induced model. Different uses may
imply different desired levels of statistical significance.
For example, medical treatments that are expensive
or dangerous might be required to meet higher stan-
dards of statistical significance than treatments that
are cheap and relatively benign.

Why Statistical Significance Can Be
Difficult to Determine

Based on the example above, calculating p seems rel-
atively straightforward. Unfortunately, the example is
misleading in at least two important respects -- M
was evaluated on only a single sample of data and M
was assumed to arise independently of that sample. In
reality, knowledge management systems will have to
relate rules such as M to more complex and evolving
samples of data and such rules will be derived based
on extensive search of those same samples.

These factors raise serious issues for knowledge man-
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DataSample (D)

V1 V2
A -
B +
B -
A -
A -
A -
A +
B +
A -
B +

Model (IV/)

If V1 =A
Then V2 =-
Else V2 = +

Contingency Table

A B I Total
- 5 11 6
+ 1 3 4

Total 6 4 10

G = 3.55; p = 0.059

Reference Distribution

~ tdbutlon

I
3.55

Chl-square distribution with one degree of freedom

Figure 1: Example Significance Test

agement. The complexities arise because p, for a given
model M, depends on both the data and the method
used to find the model.

The dependence on data is reasonably obvious. The
probability p depends on the strength of the relation-
ship identified in the data and on the size of the sample
available to test the relationship. For example, con-
sider the three contingency tables in Figure 2. In each
case, the associated p value was determined by com-
paring the value of the G statistic to its reference dis-
tribution. Both tables a and b have the same total
frequency, but table b expresses a stronger relationship
and has a correspondingly lower value of p. Similarly,
tables b and c have a relationship of the same strength
(in terms of inferential uncertainty), but table c has 
vastly lower p value because it corresponds to a sample
of larger total size.

In addition to depending on the data, p depends on
the number of models examined by an induction algo-
rithm. Consider an induction algorithm that examines
n models -- M1, M2,... Mn. Under the null hypothe-
sis, each model’s G statistic has a 10% probability of
exceeding 2.706, the 10% critical value for G. However,
the probability that one of the models’ G statistic ex-
ceeds 2.706 is almost certainly larger. If the predictions
of each of the models are independent, then:

p, = 1 - (1 -pl)’~ (2)

where ion is the probability that at least one of the n
models’ G values exceeds 2.706 and Pl is the proba-
bility that a single model’s G value exceeds 2.706. For
example, if pl is 0.10 and 20 models are examined, then
pn = 0.88. In practice, induction algorithms compare
thousands or tens of thousands of different models by
varying the functional form, variables used, or settings
of parameters. As a result, adjusting for these multiple
comparisons becomes essential to accurately estimate
p.

Equation 2 is one of a class of Bonferroni equations,
commonly used to adjust statistical tests for multiple
comparisons and more recently applied to induction al-
gorithms (Kass 1980; Gaines 1989; Jensen 1997). The
adjustment is necessary because the reference distri-
bution for G is constructed under the assumption of a
single comparison of a model to a data sample. Mak-
ing multiple comparisons renders this reference distri-
bution inaccurate (Cohen & Jensen 1997).

A Bonferroni equation assumes that the comparisons
are independent -- i.e., that the results of one com-
parison tell us nothing about the outcome of another
comparison. Unfortunately, multiple comparisons by
induction algorithms are rarely independent. Multi-
ple models generated during search often have similar
structure and use similar variables. As a result, the
comparisons are not independent, potentially render-
ing the Bonferroni equation inaccurate. To a first ap-
proximation, however, potential correlation can some-
times be ignored, and we will not deal further with this
issue here.

In addition to a Bonferroni equation, there are sev-
eral other techniques that can be used to compensate
for multiple comparisons even when those comparisons
are non-independent. These include randomization
tests (Jensen 1992), a method of empirically construct-
ing reference distributions based on analyzing random
data, and cross-validation (Kohavi 1995), a method 
systematically providing fresh data for evaluating the
results of extensive search.

Potential Pitfalls and How to Avoid Them

All of these techniques, however, require information
about which data were used to construct the model
and what alternative models were tested during the
construction. To make this more concrete, consider
the following situations:
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m

+

Total

A B
4 2
1 3
5 5

Total
6
4 +
10 Total

A B

1 3
6 4

Total
6
4 +
10 Total

10 30
60 40

Total
60
40
100

p= 0.189 p = 0.059 p = 2.49E-9

(a) (c)

Figure 2: Three Contingency Tables

* Unintentional data reuse: A model M is derived
based on a sample of data D. It is stored without
any references to data. Later, M is tested on data
to verify its accuracy. Without records of how M
was derived, it would appear that M has been inde-
pendently verified. Unfortunately, M was "verified"
on D, the same sample used to derive it. Potential
mistakes of this kind can only be avoided if a link
is maintained to the original data used to derive a
model,s

* Uncoordinated, distributed search: Twenty analysts
work independently on data sample D, each eval-
uating the accuracy of a different model. One an-
alyst’s model is statistically significant at the 10%
level. Without the information that other analysts
are conducting similar analyses, it would appear that
a significant relationship has been identified. Con-
sidering the actions of all the analysts (e.g., by using
equation 2), the result is not statistically significant.
This indicates the importance of maintaining records
of the uses of different data samples.3

¯ Ignoring sample size: Two models M1 and Ms are
induced and stored with estimates of their inferen-
tial uncertainty -- the percentage of incorrect pre-
dictions. Later, they are compared and found to be
equally useful. Unfortunately, model Ml’s estimate
was based on data sample D1 with 1000 instances;
model Ms’s estimate was based on data sample Ds
with only 10 instances. While the two models have
identical inferential uncertainty, the first estimate is
far more reliable. Judgments of this kind can only
be made if a knowledge management system retains
some information about statistical significance or the

2This issue has previously been raised in reference to
large social science databanks, where multiple investiga-
tors derive and test hypotheses, perhaps on th same data
(Selvin & Stuart 1966).

3This issue has been raised in reference to publication
decisions. Negative results are rarely published, thus po-
tentially causing statistically spurious results to be identi-
fied as significant (Sterling 1959).

data sample used to derive a model.

Incremental induction: A model is developed on a
small data sample and, while suggestive of an inter-
esting relationship, it does not exceed a prespecified
critical value. Another small sample of data becomes
available later, but it is also too small to confer sta-
tistical significance to the model. However, the re-
lationship would be significant if considered in the
context of both data samples together. This indi-
cates the importance of maintaining both tentative
models and links to the original data.4

These examples indicate a few of the situations where
statistical significance is both an important character-
istic of induced knowledge to consider, and why it holds
implications for the design of knowledge management
systems. A second issue, inductive bias, also has im-
portant implications for the knowledge management.

Inductive Bias

All induction algorithms search an explicit or implicit
space of possible models. Because this space must be
finite, the algorithms necessarily exclude some possible
models from their search space. In addition, induction
algorithms impose an ordering on the models within
their search space. They select some models over oth-
ers, based on apparent accuracy, relative complexity,
and other factors.

Machine learning researchers label these factors in-
ductive bias (Mitchell 1980). Inductive bias is a nec-
essary characteristic of any induction algorithm. In-
deed, induction algorithms are largely defined by their
inductive bias -- the space they search and their rela-
tive preferences within that space are some of the most
critical factors that define a particular algorithm.5

4Statisticians are exploring this issue in a growing liter-
ature on meta-analysis -- the combination of the results of
multiple published studies to potentially reach conclusions
that no single study can reach (Mann 1990).

~Inductive bias is distinct from statistical bias, which
is systematic error in an estimator. It is possible for an
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Types of Bias

There are at least two types of inductive bias (Gor-
don & Desjardins 1996). Representational bias refers
to limits imposed on the search space by the selected
representation. For example, only certain types of re-
lationships can be represented as kDNF rules. Proce-
dural or algorithmic bias refers to ordering or limits
imposed by search algorithm. Algorithms typically ex-
plore a space of models sequentially, and often prefer
models found earlier to equally accurate models found
later. In addition, models found early in a search may
affect what models are subsequently generated and
evaluated.

One of the simplest factors that inductive bias can
express is the intensity of search. If we know that an al-
gorithm has examined only a few potential models, we
may wish to devote additional resources to searching
a larger space. In contrast, if an algorithm examines
a large search space, and can make guarantees about
finding accurate models within that space, then we can
eliminate that space from future analyses that use the
same data, and concentrate on other potential search
spaces.

Particular inductive biases can be appropriate or in-
appropriate for particular domains. Most obviously,
if some important relationships cannot be represented
within the language an algorithm uses to express mod-
els, then no amount of searching will find those rela-
tionships. In addition, some forms of procedural bias
are effective within some domains, but not in others.

Potential Pitfalls and How to Avoid Them

For the purposes of managing inductive knowledge, in-
ductive bias can affect both validity and efficiency. Va-
lidity is partially determined by how appropriately a
search space was defined and how thoroughly it has
been searched. Inductive bias can tell us about both.
Efficiency depends partially on preventing unnecessary
duplication of effort. Understanding an algorithm’s in-
ductive bias helps compactly record what models it has
examined. To make these effects more concrete, con-
sider the following examples:

* Misspecified Search: Other sources of knowledge in
a particular domain (e.g., domain experts) indicate
that useful knowledge will be of a specified form.
An analyst might apply a particular algorithm with
the expectation that it examines models of a par-
ticular form, when it actually does not. Informa-
tion about the algorithm’s bias would help determine
what space of models it will search.

estimator to be statistically unbiased, but impossible for a
learning algorithm to be inductively unbiased.

¯ Redundant Search: A data sample is analyzed with
induction algorithm A1. Later, an attempt is made
to extend the previous analysis by searching with al-
gorithm A2. Unfortunately, the two algorithms have
almost precisely the same inductive bias, making
the second search redundant. Clear specifications
of each algorithm’s inductive bias could be used to
prevent such redundancy.

¯ Oversearching: Recent results comparing induc-
tion algorithms employing heuristic search tech-
niques with algorithms employing exhaustive search
have shown that, paradoxically, algorithms using
heuristic search produce models that are more accu-
rate on new data (Quinlan & Cameron-Jones 1995;
Murthy & Salzberg 1995). This phenomenon can be
explained as an effect of multiple comparisons. Be-
ing able to account for the effects of multiple compar-
isons relies on being able to accurately characterize
the search spaces of different algorithms.

These examples indicate why induced knowledge is
more useful when linked to the inductive biases of avail-
able algorithms.

Implications
Understanding statistical significance and inductive
bias implies the need for specific design features of
knowledge management systems. In addition, these
issues emphasize how knowledge management is situ-
ated in an organizational context.

Design Features

Knowledge management systems need to track more
than the final products of induction algorithms. Specif-
ically, knowledge management systems should track:

¯ The size and identity of data samples used to induce
particular models. That is, data management and
knowledge management need to be linked.

¯ The number and types of models examined by induc-
tion algorithms. That is, induction algorithms and
knowledge management need to be linked.

Certainly are special cases where these issues are of
little concern. For example, if nearly unlimited data
are available (e.g., the domain includes a simulation of
low computational cost that can generate data on de-
mand), then there is little reason to retain data after it
has been used once, and models can always be verified
based on new data. Similarly, if induced models are
used once and then discarded (e.g., in domains where
relationships change hourly or daily), then there is lit-
tle need for long-term management of induced knowl-
edge.
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In many situations, however, long-term management
of induced knowledge is desirable. We wish to build
on previously induced relationships and make use of
data and computational resources in the most efficient
way possible. How can knowledge management sys-
tems provide the information needed to do this, with-
out requiring knowledge management to be deeply in-
tegrated with other systems?

One way is to divide functions into components for
knowledge management, data management, induction,
and knowledge use:

The knowledge management component stores, or-
ganizes, and facilitates maintenance of represented
knowledge. Each model contains a record, inter-
pretable by the data management component, of the
data sample used to induce it and a record, inter-
pretable by the induction component, of the bias
used to induce it.

The data management component stores data used
by the induction component, and provides records
of the samples used to induce particular models.

The induction component creates new models and
provides records of the inductive bias used to induce
them.

The knowledge use component makes inferences
based on models in the knowledge management com-
ponent.

Fortunately, this functional division of components
closely parallels existing divisions among commercial
applications. For example, many products for induc-
tion (or knowledge discovery) are designed to access
data samples from conventional database management
applications. Similarly, applications for knowledge use
(e.g., conventional knowledge-based systems) are often
configured as separate applications.

However, existing applications for data manage-
ment, induction, and knowledge use are almost never
designed to share the relevant information about sta-
tistical significance and inductive bias. To do so, they
would have to create and exchange records with the
relevant information. As indicated in the previous sec-
tions, useable and shareable records of data samples
and inductive bias are central to valid and efficient
knowledge management.

Records of data samples are relatively simple to cre-
ate. Each instance (e.g., a patient record in a medical
database) can be assigned a unique integer, allowing 
data sample to be characterized by a single vector of
integers or a bitvector that partitions a unique sorting
of a database into two groups. In other cases, where

only some of the available variables are provided in a
sample, a record of a sample might need to contain
both a vector recording which instances were used and
a vector recording which variables were used. Finally,
if a pseudo-random sample of instances needs to be
indicated, then recording the random seed and the to-
tal number of records in the sample would suffice to
recreate the sample on demand.

Records of inductive bias are somewhat more prob-
lematic. Part of the inductive bias concerns represen-
tation language -- a constant for any individual induc-
tion algorithm. However, a compact record of the path
of a heuristic search is not so simple to achieve. At a
minimum, induction algorithms could record the raw
number of models examined during search and rough
limits of the search (e.g., the depth of a decision tree
or the number of separate rules in an induced rule-
set). Some interactive approaches to induction (e.g.,
visualization) have an inductive bias that is almost im-
possible to characterize. Even in these cases, however,
records could be kept about the number and types of
relationships explored.

Clearly, this discussion only sketches how a knowl-
edge management system might be designed to ac-
commodate inductive knowledge. However, it identi-
fies some key characteristics of such a system -- links
to both the induction and data management systems.
Given the implications of statistical significance and in-
ductive bias, these characteristics would seem essential
to a system that effectively manages inductive knowl-
edge.

Situated Knowledge Management

It is common to view induction as an objective pro-
cess. One common term for induction - knowledge
discovery - implies the existence of context-free knowl-
edge waiting to be discovered. However, the foregoing
discussion of statistical significance and inductive bias
points in another direction. It demonstrates that in-
duced knowledge cannot be cleanly separated from the
methods used to derive it. Inductive knowledge is sit-
uated in a context; different contexts lead to different
interpretations.

Induced knowledge is contextually situated in many
ways. Statistical significance and inductive bias are
two important factors. Others are the conditions un-
der which data were collected, the ways in which vari-
ables were defined, and the state of prior knowledge.
In each case, different conditions lead to different in-
duced knowledge or different interpretations of the
same knowledge.6

6The situatedness of knowledge, and its implications for
knowledge management, was explored in several papers in
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If we take seriously the notion that induced knowl-
edge is situated, then induction ceases to be a one-time
stand-alone process, and necessarily becomes more in-
tegrated into an organization’s operations. Induced
knowledge can alter how an organization functions,
what data are seen as important, how data about the
organization are collected, and thus what knowledge
is induced in the future. Induction becomes an in-
tegral part of managing knowledge. This is perhaps
the most important connection between induction and
knowledge management.
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