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Abstract

Conversational case-based reasoning (CCBR) has
been successfully used to assist in case retrieval
tasks. However, behavioral limitations of CCBR
motivate the search for integrations with other
reasoning approaches. This paper briefly de-
scribes our group’s ongoing efforts towards en-
hancing the inferencing behaviors of a conver-
sational case-based reasoning development tool
named NACoDAE. In particular, we focus on
integrating NACoDAE with machine learning,
model-based reasoning, and generative planning
modules. This paper defines CCBR, briefly sum-
marizes the integrations, and explains how they
enhance the overall system.

Conversational Case-Based Reasoning

Our research focuses on enhancing the performance of
conversational case-based reasoning (CCBR) systems
(Aha & Breslow, 1997). CCBR is a form of case-based
reasoning where users initiate problem solving conver-
sations by entering an initial problem description in nat-
ural language text. This text is assumed to be a par-
tial rather than a complete problem description. The
CCBR system then assists in eliciting refinements of
this description and in suggesting solutions. Its pri-
mary purpose is to provide a focus of attention for the
user so as to quickly provide a solution(s) for their prob-
lem. Figure 1 summarizes the CCBR problem solving
cycle.

Cases in a CCBR library have three components:
1. Summary: A brief textual description of the case.
2. State: A set of (question,answer) pairs.
3. Solution: A sequence of actions for responding to
this state.

The text entered by the user is matched against the
summary in each stored case. The reasoner then ranks
the cases using a similarity function and identifies the
top-ranking k cases. The solutions of these cases are
displayed to the user, along with the top-ranking q
unanswered questions in the states of these cases. Ex-
ample case and question ranking functions are described
in (Aha & Breslow, 1997). The display sizes k and 
are user-defined parameters.
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Figure 1: Problem Solving Using Conversational Case-
Based Reasoning

The user can select one of the displayed questions to
answer. This (q,a) pair will be added to the concept de-
scription, and another similarity computation will up-
date the case rankings and, subsequently, the contents
of the two displays. Alternatively, the user can select
one of the displayed solutions to apply to their problem.

System performance can be measured by retrieval
precision, defined as the relative frequency with which
a selected solution solves a given problem, and retrieval
efficiency, defined as an inverse function of the number
of questions answered before a solution is retrieved.

The CCBR approach is, by far, the most successfully
deployed style of case-based reasoning (Watson, 1997),
primarily because it was targeted for a niche market
that it fits well: interactive help-desk and WWW diag-
nostic tasks. 1 However, commercial CCBR tools cur-

1In particular, Inference Corporation has licensed their
CCBR tool tool to over a half million end users involved
with over 650 corporate contracts.



rently have limitations:

1. Case Authoring: Authoring CCBR libraries is diffi-
cult, and incurs a steep learning curve.

2. Dialogue In/erencing: CCBR Conversations are lim-
ited in their ability to derive inferences from problem
descriptions.

3. Applicability: They are limited to problems that can
be represented as case retrieval tasks.

A few researchers have focused on integrating addi-
tional reasoning capabilities in CCBR systems. Shi-
mazu et al. (1994) describe three types of user inter-
faces for eliciting information from the user. Trott and
Leng (1997) briefly mentioned how an integer program-
ming approach can be used to induce question weights,
but their approach is restricted to highly engineered
case libraries. Racine and Yang (1997) describe promis-
ing techniques for case-based maintenance, but these
do not require additional inferencing capabilities. Sev-
eral publications describe applications of this approach;
perhaps Nguyen et al.’s (1993) award-winning paper 
the best known among these. We include a discussion
of our own research on CCBR integrations in the next
section.

This paper describes how the three limitations listed
above can be addressed by integrating CCBR with al-
ternative reasoning methods. In particular, we sum-
marize ways in which machine learning approaches
can be used to facilitate case authoring, how mod-
els can be used to enhance dialogue inferencing, and
how CCBR can assist a generative planner. These in-
tegrations are being developed in the context of our
CCBR tool, named NACoDAE (Navy C___0_onversational
Decision Aids Environment) (Breslow & Aha, 1997).

Multimodal Reasoning Integrations
This section briefly describes how CCBR tools can ben-
efit from integrations with learning, model-based rea-
soning, and generative planning components.

Learning
There are several motivations for integrating machine
learning strategies with conversational case-based rea-
soners. We detail one role and then outline others.

CCBR tools can be successfully used for some appli-
cations, but they do not eliminate the need for system-
atic knowledge acquisition. In particular, claims that
using case-based approaches simplifies the knowledge
elicitation process (i.e., because experts can more eas-
ily provide cases than rules) are misleading. While it is
frequently true that cases can be more easily obtained
from experts, this does not mean that they can be easily
authored so as to ensure good CCBR performance.

The reason that case authoring is difficult for CCBR
libraries is that cases are typically small in size (i.e.,
having fewer than eight (question,answer) pairs in their
states), and two arbitrary cases may have few or no
questions in common. Thus, some reliance is neces-
sary to ensure that textual case descriptions assist in
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Figure 2: CLIRE Revises Case Libraries to Enforce
Guidelines

case matching. Furthermore, care is needed in selecting
questions, and in distinguishing cases by using the same
question(s) but different answers. This task’s complex-
ity increases with case library size.

To address this case authoring problem, CCBR ven-
dors provide guidelines on how to author case libraries.
Unfortunately, these guidelines are numerous and con-
flicting; they are difficult to master. Thus, after cre-
ating a (typically) poor-performing case library, cus-
tomers tend to either seek additional consulting assis-
tance or abandon the use of CCBR entirely.

We instead suggested using a machine learning ap-
proach to assist customers (Aha & Breslow, 1997).
In particular, we introduced the following general ap-
proach for enforcing guidelines in an existing case li-
brary:

1. Hierarchy Creation: Create a structured hierarchy
from the case library.

2. Editing: Modify this hierarchy to enforce specific li-
brary design guidelines.

3. Case Extraction: Extract a modified set of cases from
the edited hierarchy.

We implemented this approach in CLmE (Case Library
Revisor), which uses a novel learning algorithm to in-
duce a decision tree in the first step. CLIRE’S rela-
tionship with NACoDAE is summarized in Figure 2.
Aha and Breslow (1997) reported that CLmE performed
well on a set of case libraries: NACoDAE’s retrieval
precision and efficiency both increased when using the
CLmE-transformed libraries.

Several other machine learning integrations could
prove useful for CCBR tools. For example, (q,a~ pairs
in case states are often annotated with weights, similar
to feature weights, so as to bias the similarity function.
A machine learning approach could be used to auto-
matically tune these weights, as has been done for clas-
sification and planning tasks (Wettschereck et al., 1997;
Mufioz-Avila & Hfillen, 1996). This would further sim-
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plify the case authoring task, allowing users to ignore
the challenging problem of assigning weights manually.

Learning could also be used to model user behavior.
For example, it could be used to determine whether
users are experts or novices, and invoke different sets
of questions appropriately. Alternatively, learned user
models could bias the ranking of case solutions accord-
ing to past problem solving interactions. Other learning
opportunities could also be identified.

Model-Based Reasoning
One problem with the CCBR approach is that no ca-
pability is provided for deriving inferences from a par-
tial problem description. Thus, questions cannot be
answered from the user’s text, nor from other answered
questions. For example, using a fairly well-designed and
paradigmatic case library for troubleshooting computer
printer problems, a user might enter the phrase "black
streaks," and the system might respond by displaying
the questions "What does the print quality look like?"
and "Are you having print quality problems?" If the
CCBR tool was designed to perform dialogue inferenc-
ing, then it could automatically answer these questions
with "black streaks" and "yes" respectively.

One solution to this problem is to allow users to in-
sert rules that specify these relationships (i.e., if the
text includes "influence diagrams," then answer "What
topic?" with "Decision theory"). However, even for
small case libraries, the number of rules that must be in-
serted can be huge because several synonymous phrases
can exist for domain objects and several questions can
be interrelated.

An alternative solution involves integrating NACo-
DAE with a model-based reasoning component (Aha

Maney, 1998). The idea is to interactively assist
the user in creating a model of the case library do-
main, which highlights the domain objects, their rela-
tionships, and how the library’s questions relate to these
objects. Models are represented using graph structures,
and questions are answered by determining the bindings
for variables in specific subgraph structures.

Figure 3 summarizes this approach. This integration
involves the following modules:

1. Text Pre-Processor. This transforms the user’s tex-
tual problem description into a canonical form.

2. Model Builder. This interactively builds the library
model.

3. Rule Generator. This yields text rules, which relate
text to (q,a) pairs, and implication rules, which define
implications between (q,a) pairs.

4. Parka-DB: This is a fast relational querying sys-
tem (Hendler et al., 1996). It inputs knowledge
base (i.e., set of binary assertions) and a query (i.e.,
"Which new answers can be derived given this prob-
lem description?"). It outputs a set of newly implied
answers to previously unanswered questions.

The benefits of this approach derive from the library
model’s comparably compact size. It will be easier to
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Figure 3: Model-Based Dialogue Inferencing for CCBR

maintain than a set of unrelated rules; when the domain
evolves (e.g., as new cases are added), it will be simpler
to edit the model rather than to determine which rules
should be edited, and how to edit them. The draw-
back is that the user must supply information on how
to construct the model, but this information can be ob-
tained in a semi-automated fashion by prompting the
user for information derived from a text analysis of case
descriptions and questions.

Initial results with this integration have been promis-
ing; answers are automatically derived as users would
expect from implications in the problem description. In
summary, this integration demonstrates a way in which
a model-based component, supported by text process-
ing and relational querying systems, can improve the
quality of CCBR conversations.

Generative Planning

Several researchers have argued that generative plan-
ning algorithms can be made more robust by integrating
them with a case-based ’reasoning component (Veloso,
1992; Branting & Aha, 1995). In particular, planning
effort can be reduced by retrieving and adapting plans
stored in cases, assuming that the combined effort of
retrieval and adaptation is less than that of generative
planning.

To our knowledge, no research effort has focused on
conversational case-based planning. We anticipate a
need for conversational variants of hybrid case-based
and generative planners when (1) user interaction is re-
quired and (2) the user cannot provide a complete prob-
lem description (i.e., initial state) without the system’s
assistance.

Our efforts to develop a conversational case-based
planner are driven by crisis response planning and
scheduling tasks. These tasks are characterized by lim-
ited resource availabilities, non-independent goals, and
the fact that actions can affect other actions. We are
currently investigating a hybrid planning approach with
the following behavior:



¯ Planning is separated from and precedes scheduling.
¯ The planning step yields a plan tree, where interior

nodes define planning goals and leaves identify re-
sources required to satisfy those goals.

¯ Cases are annotated with the goal(s) that their solu-
tions address.

¯ Users interact by conducting a conversation that
leads to the selection of a case for expanding an inte-
rior node, where the goal of the selected case’s plan
must match the selected node’s goal.

¯ State information can be collected from both users
and available sensors. Answers to some questions
involve interaction with question-specific interfaces
(e.g., point and click maps).

When either the user or system determines that no
stored case suffices for a particular goal (e.g., due to in-
sufficient similarity), the generative planning algorithm
is tasked with expanding the selected node. Cases can
be derived from the results of generative planning, cor-
responding to either a set of (possibly ordered) child
nodes or a more elaborate plan subtree.

Two aspects of decision analysis should later prove
useful for this extension of NACoDAE. First, question
ranking can be profitably guided by ranking questions
according to their expected utilities, which will be a
combination of evaluation cost and the expected infor-
mation gain from their answers (e.g., to further distin-
guish the top-ranking cases). Second, we plan to inves-
tigate a representation for cases that includes a set of
monitors for determining whether the preconditions of
a planning step are dynamically violated. Decision the-
ory can be used to model uncertainty in whether these
violations require replanning and/or rescheduling.

Status and Future Research
CLIRE, the case library revisor, has been implemented
and systematically evaluated (see Aha & Breslow,
1997). Future research goals include designing it to
enforce library guidelines as libraries are being created,
and to investigate other opportunities for applying ma-
chine learning techniques in CCBR.

The dialogue inferencing tool has been partially im-
plemented, and we are currently integrating it with NA-
CoDAE. We recently reported its initial empirical eval-
uation, demonstrating that this approach improves re-
trieval efficiency without sacrificing retrieval precision
for two case libraries (Aha et al., 1998). We also plan 
evaluate the time required to build case library .models
and the additional computational overhead required to
derive implied answers (which we expect will be mini-
mal, due to Parka-DB’s high efficiency).

We have developed and implemented a first version of
our conversational case-based planner, and applied it to
a task concerning the development of plans for respond-
ing to hazard materials spills and fires (Gervasio et al.,
1998). However, its evaluation has not yet been com-
pleted. Also, we plan to address other crisis response

planning tasks (e.g., for planning noncombatant evac-
uation operations), and will integrate it with Gervasio
et al.’s non-conversational case-based planning system.
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Appendix

1. Integration name: NaCoDAE

2. Performance Task
Machine learning: Retrieval precision and conversa-
tional efficiency

Model-Based Reasoning: Same
Generative Planning: Reactive planning

3. Integration Objective
Machine learning: Revise case libraries
Model-Based Reasoning: Deduce implied answers to
questions

Generative Planning: Generate a tree of actions and
required resources

4. Reasoning Components
Machine learning: Decision tree inducer, editor, and
case extractor

Model-Based Reasoning: Query-retrieval system
(PARKA-DB)

Generative Planning: Multiple CCBR agents

5. Control Architecture
Machine learning: ML performed off-line
Model-Based Reasoning: CBR as master
Generative Planning: CBR directed by planning
goals

6. CBR Cycle Step(s) Supported: Retrieval, reuse
(in planning)

7. Representations
Machine learning: Cases temporarily represented in
a decision tree

Model-Based Reasoning: Model represented as a se-
mantic net

Generative Planning: Tree hierarchy of ac-
tions/goals and resources

8. Additional Components: Scheduler for generative
planning task

9. Integration Status
Machine learning: Completed (Aha & Breslow,

1997)
Model-Based Reasoning: Initial evaluation com-
pleted (Aha et al., 1998)

Generative Planning: Implemented, informally ap-
plied

10. Priority future work
Machine learning: Address other learning tasks
Model-Based Reasoning: Complete empirical eval-
uation, formal analysis, implement the interactive
model constructing module

Generative Planning: Evaluation, integration with
scheduler
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