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Abstract

Relationship between agents in a society can be rep-
resented as a network structure where the nodes and
connections represent the causal links among different
actions. Such a network of causality and influences
can be represented by a Bayesian network where the
topology of the network together with the conditional -
and prior probabilities represent an agent’s view of the
influence of different factors on outcomes of agent in-
teractions. We propose the use of Bayesian Networks
to aid an agent in its negotiation with other agents. We
define and use the concept of a negotiation context in
which negotiation takes place between two agents. We
provide a decision mechanism by which an agent can
take actions to create a favorable negotiation context
in addition to choosing a negotiation offer that is likely
to be accepted by the other agent.

Introduction

Self-interested agents in Multiagent systems (MASs)
may at times find themselves in a situation where lo-
cal goals conflict with that of other agents. At other
times the agents may have to exchange resources in
a mutually profitable manner. The term negotiation
refers to a broad class of techniques which can be used
by self-interested agents to arrive at coordinated action
sequences. In this particular paper, we will consider the
scenario of bargaining between agents where one agent
is trying to sell another agent a particular good. We
posit that in addition to the selling price offered, the
seller has a number of direct and indirect influences on
the decision process by which the buyer decides whether
or not to buy the good at the offered price. We define
the negotiation context as the variable assignments to
all factors that influence the decision of a party to ne-
gotiation.

We propose to to use a Bayesian network model to
represent the influences of different factors on agent de-
cisions. An agent’s knowledge of such causal factors
and their relative importance is captured in the topol-
ogy of the network as well as the prior and conditional
probability assignments. Initial, approximate knowl-
edge of an agent can be further refined based on actual
negotiation experiences. If values of all the factors are

known, then the actual decision taken by another agent
given these factors can be used to update the condi-
tional probabilities at the outcome nodes. If some of
the factors values are not known, the decision taken
and the values of the known factors can be used to up-
date either the conditional probabilities at the outcome
nodes or the prior probabilities of the unknown fac-
tors. In this paper we focus on the decision mechanism
that allows a modeling agent to use its knowledge repre-
sented as a Bayesian network to choose actions that set
the negotiation context that will maximize the chance
of its offer to be accepted by the other agent involved
in the negotiation.

Model-based approaches have recently received in-
creased attention in MAS research. Several prob-
abilistic mechanisms have been developed to model
agents (Gmytrasiewicz & Durfee 1995; Zeng & Sycara
1997). Some of these models have also been effec-
tively used to explore opponents’ strategies (Carmel &
Markovitch 1998). Our work complements these efforts
by using a rich representation scheme that allows the
modeler to succinctly capture direct and indirect influ-
ences of various factors on the behavior of other agents.
This is particularly appropriate in the context of nego-
tiation and bargaining between agents which is rarely
based on a single dimension.

Let us consider an example where an agent A needs
to sell some goods to another agent B (e.g a second
hand car). Now A and B will negotiate the price of
the car. The financial capacity of agent B influences its
reservation price, i.e., the upper limit of payment
that B is unwilling to exceed. The agent A may find
it useful to ask agent C' to recommend the car to agent
B if B is known to value C’s recommendation. C’s
recommendation, in turn, can depend on other beliefs
on part of C. Whether C will recommend A’s car de-
pends on C’s faith in A, the fairness of A’s offer and C’s
own perception of the condition of the car. In (Zeng &
Sycara 1997) bargainers had beliefs only regarding each
other’s reservation prices, which they tried to model, in
order to settle to a point within the zone of agreement.
This assumes the existence of such an overlapping zone.
However an intermediate agent (such as C here) may
persuade one of the bargainers (B here) to upgrade the



perceived utility of the car and as a result increase its
reservation price even when a zone of agreement did not
exist initially'. We consider the viewpoint of only the
seller, A, who models both B and C, and updates its
beliefs regarding both, in order to decide whether medi-
ation by C is conducive to its purpose, as also whether
the price-offer to B should be modified or not.

Bayesian Network

A Bayesian network is a graphical model that encodes
relationships among variables of interest. A Bayesian
network {Jensen 1996) consists of a set of variables and
a set of directed edges between variables. Each variable
has a finite set of mutually exclusive states. The vari-
ables together with the directed edges form a directed
acyclic graph. Each variable A with parents Bj,....,B,
a has a conditional probability table P(A|Bj, ....B,,) as-
sociated with it. There are four major reasons why we
chose Bayesian networks to represent the belief struc-
ture:

¢ Bayesian networks can readily handle incomplete
data sets. This is because Bayesian networks offer
a way to encode the correlations among the input
variables.

e Bayesian networks allow one to learn about causal
relationships. This is useful to gain understanding
about a problem domain. In addition it allows to
make predictions in the presence of interventions.

¢ Bayesian networks in conjunction with Bayesian sta-~
tistical techniques facilitate the combination of do-
main knowledge and data.

¢ Bayesian networks in conjunction with Bayesian
methods offers an efficient and principled approach
to avoiding over fitting of data.

¢ Bayesian networks offers a method of updating the
belief or in other words the probability of occurrence
of the particular event for the given causes.

Negotiation and belief update

Negotiations among self-interested agents in a multi-
agent environment may reveal their desired strategies
to achieve individual goals. In most domains, strate-
gies of agents are strongly coupled in the sense that an
agent can influence actions of other agents, i.e. an agent
A can create certain situations that can encourage an-
other agent B to act in a way that reveals its beliefs
and perceptions. Such situations can be reached by ne-
gotiations. Now, in an open environment, an effective
approach for a self-interested agent is to be aware of
the other agents’ beliefs and the information about the
importance that other agents attach to their beliefs, so
that it can plan its actions. Actions taken from cer-
tain subsets of its action set in given situations, or a

!We assume that the reservation price for an agent is not
the upper limit of its payment-capacity, but the maximum
that it is willing to pay in the deal.

particular ordering of the same action set may reveal
the true nature of the agents more effectively. And this
true nature can be assessed by updating their beliefs
about other agents. The problem in hand is to plan the
actions of the modeling agent A in such a manner that
either A achieves its goal or, in case of failure in a step
of negotiation, learns more about others’ beliefs to plan
an effective course for future negotiations.

Our Bayesian Network based negotiation framework
provides both an action selection mechanism that in-
creases likelihood of success in negotiation as well as al-
lowing for updating beliefs about relationships between
several factors and agent decisions based on the deci-
sions taken by other agent in a given negotiation con-
text. . In order to develop such a model we assume
that the other agent B is not changing its policy dur-
ing the negotiations, and that the modeling agent has
a reasonably good estimate of the factors or events in
the environment that affect the decisions taken by the
other agent. Though we restrict our discussion to nego-
tiation between two agents in this paper, our framework
can be used in situations where more than two agents
are involved in a negotiation.

Example

We use an example of selling a second hand car in or-
der to explain the procedure for action selection, where
agent A quotes a price for its car and negotiation con-
tinues until B accepts A’s offer. We assume B has a
genuine desire to buy a car very similar to A’s, and
that price is the primary issue being negotiated. So A
offers a price depending on its prior belief of B’s capac-
ity of payment (reservation price), and its evaluation of
A’s car. A may call in a third agent C, and based on
the belief of its rapport with C' and C’s evaluation of its
car, A may ask C to recommend its car to B. In a real-
life negotiation situation, B may not accept A’s initial
offer and may counter-offer a different price. Given B’s
rejection of A’s offer, based on its current beliefs, A will
update its beliefs about B and C. The next offer may
be selected based on such updated beliefs and using
the same offer-choice mechanism as used before. In the
process, A may also add new nodes (and connections)
and/or delete some existing nodes (and connections),
e.g he may choose to offer C' other services to obtain
a more favorable recommendation; or if A feels that C
is going to give a poor impression of his car anyway,
he may choose to eliminate C from the scenario and
look for a better reference. So the network of influences
is a dynamic one and is influenced by the past history
of negotiation. In each offer cycle, A works with the
recreated and/or updated network.

In this paper, we concentrate solely on the decision
mechanism that allows A to set the negotiation con-
text and the selling price based on its knowledge of the
factors that influence B and C’s decisions. So in our
particular example the (seller) agent A is left with tak-
ing any of these two actions:



e A sets the price of its car. The price range may be
divided into various parts, the lower limit being A’s
reservation price. Initially A chooses one of these
subranges as a result of its initial computations on
its a priori beliefs.

o A asks the agent C to recommend its car to the agent
B.

This is a simplified situation where the negotiation con-
text is that of asking C' to recommend (this may not
be necessary if A believes for example that C' will rec-
ommend the car anyway). In reality the negotiation
context will be much richer including perhaps obtain-
ing blue book value of the car, putting together a folder
with the maintenance history of the car, may be chang-
ing the car tires or some other cosmetic improvement
to the car to enhance its saleability, etc. Interestingly
enough, doing all of this is not perhaps worth it and
will be dictated by whether any such action is likely to
significantly improve B’s reservation price for the car.

The agent C’s recommendation will depend on its
relationship with and faith in A and its own evaluation
of A’s car. So according to A, C is influenced by the
following factors :

e The agent C’s faith in A.
e The agent C’s own evaluation about the car.
e The agent A’s request to recommend his car.

Agent B’s ultimate decision depends on its payment-
capacity and recommendation by C as well as the im-
portance of C’s recommendation to B.

e The agent B’s payment-capacity.

o The price offered by A.

e The car’s evaluation done by the agent B itself.
o The recommendation of the agent C'.

o The importance of C’s recommendation to B.

The above beliefs and actions may not be comprehen-
sive, but serve the purpose of illustration. The Bayesian
Network, based on the above setup, is shown in figure
1. The agent A starts at the sink node (labeled B) and
chooses the desired value of the node (i.e B accepts the
offer). The combination of values of the nodes A, (di-
rectly controllable by A, as it is one of its actions) and
C3 (indirectly controllable by A, as it has one of the
actions of A, viz. A; as one of its ancestors) that maxi-
mizes the probability of occurrence of B = accept for all
possible value combinations of B;, By and Bz (all un-
controlled nodes) are calculated. But since A has only
indirect influence on C3, i.e., C’s recommendation, it
cannot guarantee any particular recommendation of C.
It can, however, calculate the maximum probability of
C'3 taking any value given its own choice of asking or
not asking for C’s recommendation. This means that
to calculate the probability distribution of B’s choices,
we have to recursively calculate the probability distri-
bution of C’s recommendation options. Such recursive
calculations are used to ultimately choose values for
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Figure 1. A Bayesian network for negotiation

nodes Al (whether to ask C' for recommendation) and
A2 (what price to offer to B).

The Algorithm

Now, we present the algorithm that generates the ne-
gotiation context assignment given the target node de-
cision choice. It is to be called by a top-level procedure
that supplies the node B and its desired value ( i.e. B
accepts A’s offer) as arguments.

This algorithm is a recursive one. Nodes in the net-
work can be categorized, relative to the current target-
node (i.e. the sink of the portion of the network cur-
rently under consideration) into three classes - D (Di-
rectly controllable), I (Indirectly controllable) and U
(Uncontrollable) node. These classes were exemplified
in the previous section. With these notations, the algo-
rithm is presented in Figure 2.

The algorithm sets the negotiation context to max-
imize the probability of the target node taking on the
target-value, and returns the corresponding probability.
This algorithm does not work well for the case when
a node both directly and indirectly controls the target
node. For example, the node A2 directly controls B and
also indirectly controls it through C3. We are currently
working on a fix to this problem.

Remarks

There are two sets of recursive calls - the first set evalu-
ates the maximum probability all possible assignments
to the I nodes {I nodes are assumed to be independent,
and we ignore the case where they may have common
ancestors), and the next call proceeds upward along the
network with the particular assignment to the I nodes
that maximizes the desired value of the target node. In



Procedure Action-choice(target-node, target-value)
/* Returns maximized Pr(target-node = target-value)
Side effect is to assign values to action-nodes

for this maximization */

D0l 0,U«20
for each node n such that (n, target-node)
is a directed edge in the network

If » is directly controlled node then
D+ DUn
else if 3 a directed path from
any action node to n then
I+« JTUn
else
U~ UUn

}

If (D # 0)or (I # 0) then

/* Let the nodes in D be {Dy,Ds,...,Dp}
and all possible combinations of their values

be {dl; d2; .. '7dm1}

Let the nodes in I be {I1, I5,...,I,}

and all possible combinations of their values
be {81132) s ';3n1}

Let the nodes in U be {U1,Us,...,Up}

and all possible combinations of their values be

{UI)UZ)"')upx} */

maz « 0;
fori « ltom
forj « ltony
{
sum ¢+ 0;
fork « 1ltop
sum < sum +
Pr(target-node =
target-value | d; s; uk)
* Pr(ug) *
[T}, Action-choice
(I;,value of I; as in s;);
if (sum > max) then

max <+ sum;
a ¢ i
b+ j;

}

for each v € D, set its value as in d,
foreach u € I

Action-choice(u, value of u in sp);

}

return maz;

}
}

Figure 2: The Bayesian Network based algorithm for
setting negotiation context.
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Figure 3: A portion of the Bayes network

any set of recursive calls, each of the I nodes is made
the new target node.

We show the calculations for a small portion of the
network for simplicity. Consider the portion shown in
figure 3. Clearly Cy and C; are uncontrollable nodes
and hence belong to the group U while A; is directly
controllable and belongs to group D. There is no I
node in this instance. Now we compute Pr(Cs;1 | A11)
assuming C; is the value for Cs returned by the al-
gorithm with B as the target node (this means that A
would desire a value of C3; for the node C5 as that max-
imizes the probability of the probability of B accepting
A’s offer). The corresponding probability is given by

3 2
7(Cs1 | A11) ZZ r(C1iA11C25)* Pr(C31 | C1iA11Cq;5)

where
PT(CliAllCQj) = PT(Cli) * P’I'(All) * PT(Czj)

assuming that these are independent Dbelief/action
nodes. Similarly we can compute Pr(Cs; | A12). With
sample probability assignments as shown in figure 4
these values turn out to be

Pr(C'31 l A11) = 0.50111, P’I’(C;;l | Alg) = (0.04264.

So A should choose action Ajy, i.e., it should ask C
to recommend its car to B. In all these computations
we have ignored the directed edge (A2, C3) since for
calculation with B as the target node, A; would affect
B both directly and indirectly (through C3) and our
algorithm does not adequately handle this scenario as
we have mentioned before.

With the actions decided, A performs them and notes
the result. If B still bargains, A updates the belief-node



Cl Al C2 {P(C31 kl A1C2)| P(C32 I CLAICY) [R(C33 [C1ALCY)
ClrAuCa | 055 04 0.05
CITALLC22 | 0001 095 0.049
CILALZC2E | 001 0.009 0.981
Cl1A12C22 | 0.001 0.0009 0.9%
ClzallCa | 075 021 0.04
CIZALIC22 | 0009 0.9 0.091
CIZAI2C21 | 008 0.001 0919
CI2A12C22 | 0.00001 000009 0.9999
CI3ALLC2L | 098 0.019 0.001
CI3AILC22 | 001 045 0.54
CI3AI12C2L | 0099 0.000t 0.9009
CI3A12C22 | .000001 0.000009 0.99999

Figure 4: A sample conditional probability assignment
for node C3

values using the standard posterior probability calcula-
tion method in a Bayesian Network, and proceeds with
the algorithm all over again. This continues until B
accepts A’s offer or gives up.

Future work

We intend to perform experiments with dynamic net-
works. In particular, we are interested in updating the
topology of the network based on experience. Based
on the result of each iteration of the negotiation, the
modeling agent can delete or insert nodes and connec-
tions as well as alter the probabilities in the network.
Additionally, new actions may be considered or old ac-
tions may be eliminated before embarking on to the
next round of negotiation. In this paper we have con-
sidered modeling by only one party to the negotiation.
We plan to study the convergence of the system when
both the buyer and the seller model each other using
the same approach. We also plan to modifying our algo-
rithm so that nodes with both direct direct and indirect
influences on the decision node can be adequately dealt
with.

Very little work currently exists on explicitly choos-
ing actions that aid in the model building process. We
plan to investigate mechanisms that will allow the mod-
eling agent to choose actions to persuade other agents
to make decisions that will reveal maximal information
about the relationships between their decisions and the
influencing factors.
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