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Abstract

Conflict in multi-agent systems is ubiquitous. Research often
focuses on the process of resolving conflicts between differ-
ent agents. We call this theinter-agentconflict resolution pro-
cess. However, in complex problem solving agents the process
of resolving conflicts with other agents impacts local problem
solving as well as deals made with other agents. This leads to
the need for anintra-agentconflict resolution process between
the agent’s coordination mechanism and its local controller. In
situations in which conflicts cannot be resolved to produce sat-
isfactory solution paths for the agent, or a set of agents, it may
be necessary to move the conflict resolution process to a higher
level, a meta level, in which the agents negotiate to possibly
revise their (individual and/or joint) high-level objectives. In
this paper, we explore these different levels and their interde-
pendence in the context of our research in multi-agent control
and coordination.

1 Introduction
Definitions of agency [10, 12, 2, 22, 15, 9, 5, 25] differ, but,
from a high-level, agents can be regarded as having multiple
goals or tasks, as being rationally bounded, situated in an en-
vironment, and being autonomous, that is having a choice of
which activities to perform, and when. Autonomy or choice,
in conjunction with bounded rationality alone is enough to en-
sure that conflict in multi-agent systems is ubiquitous. When
agents have different goal sets, or are affiliated with different
organizational entities (e.g., different corporations, different
users), the issue of agent conflict becomes even more press-
ing. In some sense, all agent communication and interaction
is motivated by the need to resolve conflict, by the need to
deal with interdependence.

One class of conflicts in multi-agent systems arises from
resource scarcity or task interdependencies (task or resource
interaction). Conflict resolution typically entails a dialogue
or conversation in which agents negotiate over the interaction,
generally making an agreement to either avoid the interaction
through a change in the planned activities or by temporally
sequencing their activities. Conflict resolution may also be
“non-verbal,” taking the form of social convention [20] or de-
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fault knowledge, e.g., the agent to the right has the right-of-
way or the least committed agent should replan.1

In our research, this process typically takes place through
an agent’s local coordination module (GPGP [4] orGPGP2
[23]) and entails an exchange of local views, a detection of
interactions, and negotiation over the interactions, culminat-
ing in the formation of a commitment between the involved
agents. There several types of commitments, or deals be-
tween agents, inGPGP2that are used to resolve the conflict:
1) earliest-start-time, in which an agent agrees not to per-
form a task before a specified time,t; 2) deadline, in which
the committed agent agrees to perform a task beforet; 3) do,
in which the committed agent agrees to perform the task in
question; 4)don’t, where the committed agent agrees not to
perform the specified task during a specified interval. The
conversation held by the agents can simply entail the proac-
tive offering of a commitment or a complex dialogue in which
constraints are exchanged and proposals explored. For exam-
ple, agent� may need a result from� by timet, however,�
may be holding a resource needed by� during the interval
from 0 tot. In this case, the agents must exchange their local
information, detect the interaction, and resolve the conflict
by� agreeing (via don’t commitment) not to use the resource
during the specified interval and� agreeing to provide a re-
sult (via deadline commitment) to� by time t. We return to
the issue of negotiation at this level in Section 2. It is impor-
tant to note that through these commitments, the committed
agent potentially agrees to change its selected set of tasks or
actions, and/or to change when it performs the actions. These
changes bring us to another issue in dealing with conflict in
MAS, an issue that is in some sense lower-level, but, interde-
pendent with the dialogue held between the agents.

Research often focuses on conflict resolution at the inter-
agent level, at the level of the conversation held between one
or more agents to handle these task interactions. However, in
addition to conflict resolution between agents, the existence
of conflicts also results in a need for resolution and negoti-
ation within the agent [8]. If an agent has multiple tasks to
perform, or multiple goals to achieve, and it is autonomous
(flexible, making its own choices, etc.), the conflict resolu-
tion process in which the agent engages with others impacts
its pre-existing decisions and its other objectives. In other
words, the process of forming a commitment may change
the agent’s selected tasks or actions, and it may change the
scheduling of the agent’s activities. Unless tasks are entirely
independent (including via deadlines or with respect to tem-

1Though it is unclear whether certain types of social laws or
conventions lend themselves to application with computational pro-
cesses, i.e., where the world state is less observable or less obvious.
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Figure 1:Multiple Interacting Levels of Conflict Resolution

poral flow)2, these changes will impact other aspects of the
agent’s problem solving and possibly affect other commit-
ments made with other agents. For example, if agent� has a
local deadline oft for taskTj , and it negotiates with agent�
to provide a result for taskTk by time t + i, and there is not
sufficient time to achieve both, the agent must fail in one of
its objectives. In fact, forming a new commitment may im-
pact future commitments as well as existing ones. Stability
in this complex situation is generally achieved by tasks hav-
ing different degrees of importance, or different utilities, and
by their associated commitments being similarly quantified.
Quantification of commitment in conjunction with costs or
penalties for decommitment [18] can ensure a certain level of
equitability in the MAS. However, the interplay between the
agent’s different goals and its interactions with other agents
requires a negotiation or dialogue between between the inter-
agent negotiation process and the local agent controller,3 in
our work this is the Design-to-Criteria (DTC) scheduler and
the GPGP coordination module. There are several facets to
this intra-agent negotiation process, and several interaction
models for intra-agent conflict resolution. We return to this
issue in Section 3.

Hereto we have identified two different levels in the pro-
cess of conflict resolution in MAS, the intra-agent level and
the inter-agent level. To clarify, the intra-agent level entails
the process of conflict resolution between the agent coordi-
nation mechanism and the local controller. From another
view, this is the interaction between local-control and non-
local modulation. The inter-agent level, on the other hand,
pertains to the dialogue held between one or more agents, the
exchange of information, constraints, and the formation of
commitments. In our research, we have come to view these
two levels as pertaining to feasibility and implementation pro-
cesses, as the overall goals and objectives of the system are
generated elsewhere. In some sense, it is the task of DTC and

2Note, however, that if tasks are independent there is no need to
coordinate and no conflict. We assume a certain level of complexity
of agent activities and that the activities have interdependencies.

3This also assumes a certain level of complexity in the agent’s ac-
tivities. The general scheduling/coordination problem is exponential
and thus agents cannot simply produce the optimal local schedule
for a given set of constraints. If that were the case, the coordination
module could simply collect constraints, reschedule, and communi-
cate its committed action. There would be no need for negotiation.

GPGP to explore the various constraints for a selected set of
tasks or goals and to attempt to implement a desirable solu-
tion. On the other hand, it is the task of some higher-level
controller (e.g., process expert [11] or an information gather-
ing expert [14]) to propose candidate tasks and to perform the
domain problem solving activities. In this view, GPGP/DTC
are the control problem solving experts while the domain ex-
pertise is localized within the domain expert.

This suggests still a third level of conflict resolution, a
meta-level, in which the domain experts negotiate to select
shared and individual high-level goals and associated objec-
tive functions [13]. Recall that agents have multiple goals
or tasks; it is entirely possible that through the inter and in-
tra agent negotiation processes (feasibility analysis) that it is
not possible to resolve the conflicts satisfactorily to the local
agent or some set of agents (depending on whether the model
is self-interested or cooperative). In economic terms, it might
be impossible for an agent to find a course of action in which
its costs outweigh its gains, and this might be the case for all
agents in the system4. Regardless of the criteria for solution
dissatisfaction, in the event of widespread solution dissatis-
faction, it may be desirable for the involved agents tochange
the set of tasks or goals that they are pursuing. In other words,
feasibility analysis (scheduling and coordination) might not
yield any appealing solutions, in which case, the agents may
need to move the negotiation to a new level, a meta-level, and
change the tasks or goals over which they are negotiating.
This may also entail changing the objective function(s) [21]
as often the conflict may be resolved by changing the way in
which the goals or tasks are evaluated. The different levels,
their roles, and their interactions are shown in Figure 1.

In this paper we explore these ideas. Section 2 discusses
our recent research in inter-agent negotiation to resolve con-
flict and Section 3 explores the different negotiation models
to resolve conflicts between the coordination module and the
local agent controller. Section 4 returns us to the issue of the
meta-level and Section 5 discusses future directions in our
research.

4Assuming a model in which problem solving is progressive and
not governed by zero-sum gains.



2 Inter-Agent Conflict Resolution
In order for agents to do team work, agents need to exchange
necessary commitments to each other. To the agent offering
the commitment, the commitment imposes constraints on its
local activities; while to the receiving agent, the commitment
is intended to satisfy constraints so that agent local activities
can proceed successfully. Clearly, an agent is in a consistent
state if all the constraints (including the constraints due to
local commitments) not satisfied through local planning are
satisfied by the commitments it received (i.e., non-local com-
mitments). Hence, deciding a set of commitments that leads
to all agents in consistent states, is the key to agent coordina-
tion.

Conceptually, a centralized planner can search for a set of
appropriate commitments if it knows the capabilities, con-
straints, and goals of each agent, therefore preventing con-
flict from occurring. However, in a multi-agent system, it
may be undesirable, if not impossible, to use a centralized
approach. Therefore, agents often need to make decisions lo-
cally and exchange commitments in a decentralized manner,
with only partial knowledge of each other’s belief, desire,
and intentions. Due to the inter-dependency of agent tasks
and resources (and hence the inter-dependency of commit-
ments), and also the uncertainties associated with agent ac-
tivities, conflicts in the commitments can often occur, which
results in unsatisfied constraints.

To resolve the conflicts, agents need to have a common
mechanism to decide what actions to take and how to tempo-
rally sequence activities over interactions5. A predefined set
of social rules may be used for this purpose. However, in our
research, we focus on the more general approach which can
support a range of approaches from socially defined commit-
ments to dynamic construction of commitments via explicit
agent conversation and negotiation. We view the protocols
of the conversations as a family ofcoordination mechanisms
in the GPGP/GPGP2 framework. In GPGP/GPGP2, a fam-
ily of coordination mechanisms is defined, covering the ex-
change of non-local viewpoints and results, the coordination
over hard/soft interrelationships, and resource usage. Typi-
cally, when a set of agents needs to coordinate over a task or
resource interrelationship, they instantiate a conversation pro-
cess that tries to form commitments that address this interre-
lationship. Of course, the proposed commitment may depend
on another task or resource interrelationship, therefore trig-
gers another conversation process. Also, it is possible that the
agents may have conflicting opinions on the proposed com-
mitment(s), thus lead to objections or counter-proposals. In
this case, further iterations of the negotiation process may be
needed. Our commitment negotiation [19] framework [26]
provides a set of message types for the iterative conversation
to continue. These message types (conveyed via [7]) allow
an agent to specify its intentions [3] regarding the commit-
ment in question:request, propose, accept, decline, counter-
propose, change, no-change, anddecommit. There are also
other messages that allow dynamic update of the state of the
commitment, such asupdate, fulfilled, andfailure. Each co-
ordination mechanism can utilize a subset of these message

5This is true for both self-interested interaction and cooperative
interaction.

to construct a conversation protocol that suits its purpose.
The agents have the choice of which set of coordination

mechanisms to use, and how much effort they are willing to
spend on negotiation, depending on the specific problem solv-
ing situation [6]. For example, when two agents are coordi-
nating over anenablesrelationship (meaning taskT� in agent
� cannot start until taskT� in some other agent� has finished
with non-zero quality), the dialogue can be initiated either by
� or �. In one of the coordination mechanisms, agent� can
proactively offer a commitment to� because it knows that it
is highly likely that� may need this enablement. On the other
hand, the agents can also use a reactive mechanism. In this
case,� initiates the dialogue by explicitly requesting a dead-
line commitment from� for taskT� to complete before time
t. Agent� then reacts to the request and search for a possible
proposal. Depending on how constrained agent� is, it may
propose a commitment that promises to finishT� at a later
time t0 instead of the requested timet. Agent� then needs to
study the received offer and may issue a counter-propose, and
in turn agent� may change its proposal. Thus, a new round
of negotiation is initiated. The choice may depend on how
much time is allowed, or quality and cost requirements, or a
mix of these, as well as how much reasoning the agent can do
due to the temporal and resource constraints on the problem
solving.

The conversation terminates when the commitment is ac-
cepted to all involved agents, when the agents realize that
the commitment is unattainable given the constraints of the
agents (over-constrained), or when the agents choose to abort
the conversation because of the cost of coordination (such as
in a time-sensitive environment). As mentioned before, fail-
ure to resolve conflict in this level may indicate the need to
conflict resolution in other levels.

While the protocols define the ways agents exchange in-
formation, undergo negotiation, and reach consensus in a
domain-independent way, agents need to have their own do-
main strategies for negotiation in order for the negotiation
process to be effective, efficient, and productive. For exam-
ple, agents need to know which agents need to make compro-
mises when a conflict occurs? How to realize that a stalemate
has occurred? To answer these questions, agents need to have
a model of utility in order to reach social decisions. For self-
interested agents, agents try to maximize local utilities, but in
order to do so the agent may have to negotiate for tasks it can-
not do locally and pay the cost of having other agents solving
a subproblem and the cost of remote resource accesses. For
cooperative agents, the overall goal is to maximize overall
utility of the system, which depends on the local utilities of
all agents. This means that agents may need to not pursue its
locally optimal goal in return for increase of global utility. In
either case, negotiation is directed through the exchange of
utilities among the agents. In our work, the focus of negoti-
ation is not only on locating agents to satisfy a task/resource
constraint but also on the improvement of overall utility pro-
duced. We associate a commitment withmarginal costs[17],
namely the utility difference between having and not hav-
ing the commitment [26]. This way, the commitments can
have direct influences over the agent’s local decision, there-
fore drive the negotiation towards a social conclusion.

Complex inter-agent negotiation often involves multi-



linked negotiation. The issue of multi-linked negotiation
arises when multiple resources have to be acquired in order to
solve the problem, and/or when an agent needs other agents
to solve subproblems, and they in turn have subproblem and
resource interdependency as well as temporal requirements.
One example of multi-linked negotiation is a logistic supply
chain. To solve the problem in an efficient and flexible man-
ner may require agents to develop organization knowledge
and/or share meta-level knowledge about the agent workload
and resource usage profile.6 Also, agents need to be able to
perform negotiation in both reactive and proactive manner.
For example, if agent� needs a result of taskT� from agent
� by time t, but T� in turn needs resourceR which � pos-
sesses. If� has the knowledge of the linkage betweenT� and
the resource, it may proactively offer� the resource at the
same time it requests a deadline commitment from�. This
would then allow the agents to reduce the amount of iteration
needed to complete the negotiation, thus reduces the com-
plexity in negotiation.

3 Intra-Agent Conflict Resolution
One source of conflict between the coordination mechanism
and local controller within the agent is the fact that each com-
ponent is capable of taking a driving role in feasibility anal-
ysis, but it is often uncleara priori which component is in
the better position to move first. The effectiveness of fea-
sibility analysis in complex environments is determined by
the agent’s ability to balance its need to acquire additional
scheduling constraints, such as commitments and non-local
information from other agents with its ability to search the
space of possible schedules. In our work, we have at vari-
ous time considered three different patterns of interaction be-
tween these two components.

In a common schedule-driven model, a set of goals (task
structure) is presented to the local scheduler by the domain
expert. In our research, a goal is represented in the TÆMS
modeling language as a hierarchical structure of tasks. The
scheduler then generates a schedule (and possibly several al-
ternates) based on some prespecified satisficing criteria. This
schedule is then passed to the coordination component, which
attempts to “implement” the schedule by negotiation. This
coordination may take the form of acquiring commitments
for resources controlled by other agents, or don’t commit-
ments that ensure the availability of some decentralized re-
source at the scheduled time, or contracting of tasks to other
agents. Whatever mechanisms are used, one of two results
obtains from the coordination process: either the schedule is
implemented or it is not. If the negotiator is unable to im-
plement the schedule, then additional constraints are placed
on the scheduling component and it is re-invoked to produce
a new schedule. In this model, of course, while the agent is
attempting to implement its schedule, other agents are trying
to implement their own schedules. Commitments made to
other agents by the coordination component are also reflected
as constraints on local control. Coordination in this model is

6In general, meta-level information about the larger context in
which a particular coordination episode is taking place is benefi-
cial – it can serve to focus coordination activities and supplement
communication-based information exchange.

driven by the output of the local scheduler and incoming re-
quests from other agents; the local coordination component is
reactive.

In a more complex model, the negotiation component may
take a more proactive role by attempting to secure critical
commitments in advance of generating a complete sched-
ule. Here, the idea is to increase the likelihood that a gen-
erated schedule will, in fact, be implemented by, for exam-
ple, securing highly contested resources early in the process.
From a distributed search perspective, we can think of this ap-
proach as a form of backtracking avoidance. It can be particu-
larly effective for self-interested agents operating in resource-
constrained environments, where the incentive is to negotiate
as early as possible. One challenge under this model is to bal-
ance the aggressiveness of agents in meeting their individual
needs with social concerns such as fairness and global utility.
Protocols that allow agents to decommit at a cost are useful
here to give agents the freedom to make commitments that
they may not actually need while providing incentive to de-
commit as early as possible [18].

A third model, inspired by recent work in contingency
scheduling [24], allows coordination to be tightly integrated
with the executing schedule in the form of actions triggered
by an execution monitor or even as first class tasks to be
scheduled for future execution along with domain-level tasks.
For example, a contingency schedule may contain failure re-
covery actions with certain resource or non-local task require-
ments. The coordination component must make sure that the
appropriate commitments are in place well in advance of a
schedule checkpoint at which it will be determined if failure
has, in fact, occurred. The agent may choose, however, to
trigger a decommitment in the branch of the schedule that
does not include the failure recovery option. Similarly, the
failure recovery branch may trigger decommitment actions.
There are incentives for both cooperative and self-interested
to release commitments at the earliest opportunity. For the
individual agent, delayed decommitment is a missed oppor-
tunity to recover cost. There is also a social cost associated
with decommitment if if comes to late for the released re-
sources to be of use to other agents. This balance of cost
and time is further complicated by the fact that just as the
agent has incentives (both social and individual) to decom-
mit early, there may also be reasons to retain unused com-
mitments when rescheduling of activities becomes necessary.
As in the second model above, the scheduler can make use
of existing commitments to reduce uncertainty in the sched-
ule, while the overall stability of the system may benefit when
agents are conservative about releasing commitments. We in-
tend to investigate this complex set of tradeoffs in future re-
search.

Notice that these models are not mutually exclusive. Each
model is enabled by a progressively more complex bidirec-
tional interaction between local scheduling and coordination
components. We can see these more complex intra-agent
mechanisms as reasonable responses to complexity in the
inter-agent environment. In taking this view, we observe an
interesting tradeoff in which attempts to implement socially
desirable outcomes via protocol design call for a more com-
plex intra-agent dialog on the part of the individual agent.

As an example, we consider a distributed scheduling ap-



plication in a resource-constrained environment [1] in which
each agent receives a set of goals with resource requirements
that should be accomplished according to certain deadlines
and quality criteria. In this environment, agents are lim-
ited to resource negotiation (i.e. agents perform all tasks lo-
cally) The authors further assume that there are no external
resources; all resources are controlled by other agents whose
primary goal is to maximize utilization of the controlled re-
sources. It is assumed that self-interested agents are inter-
ested in implementing their individual schedules at the lowest
possible cost, while still meeting deadlines and quality crite-
ria. It is also assumed that cooperative agents are interested
in minimizing cost across all agents, while still meeting all
deadlines and quality criteria.

We first consider the case in which agents all use the
schedule-driven model. Since task arrival, schedule genera-
tion, and coordination happens asynchronously across agents,
agents attempt to acquire resources when schedules are gen-
erated locally. Pathologies such as poaching described in
[1] can easily arise under this model in highly resource-
constrained environments. Agents who get their schedules
sooner have a better chance of acquiring resources. This
means that underloaded agents, whose schedules are signif-
icantly less complex to compute are at an advantage.

For the designer, there are several possible responses to this
scenario. In a cooperative setting, agents may adopt mech-
anisms such as those proposed in [1] which tend to reduce
the parallelism but do have the effect of synchronizing re-
source acquisition to achieve globally desirable allocations.
In the absence of any incentive to synchronize, self-interested
agents who are starved for resources may find it advantageous
to adopt a more aggressive strategy for resource acquisition,
namely one of acquiring resources in advance of scheduling
for their actual use. These agents will monitor resource de-
mand and attempt to acquire resources that are likely to be
critical to their (still ungenerated) schedules when demand
rises above a certain threshold. Once resources are acquired,
these agents place constraints on the scheduler to induce a
bias toward schedules that use the resources already acquired.
Some resources will not be used due the scheduler’s inability
to create schedules that make use of them. However, if the
cost of unused resources is less than the overall improvement
in schedule utility, then this strategy has paid off for the self-
interested agent.

All system stakeholders are now confronted with a situa-
tion that is to no one’s satisfaction. The resource-controlling
agents and system designers will observe that real resource
utilization has decreased by the total amount of resources
that are acquired by agents but not actually used. Agents
who have successfully implemented their schedules may have
done so at a higher cost than should be required because of
the need to over-acquire and because of the increase in prices
that comes with high demand for resources. One response is
to introduce more sophisticated protocols that allow agents to
decommit with some penalty less than the total cost of the
reservation when they find that they are holding reserved re-
sources that they will not actually use [18]. Agents are thus
provided an incentive to release unneeded resources as early
as possible to minimize this penalty, but the precise nature of
this incentive remains an interesting research topic.

4 Meta-Level Conflict Resolution
As discussed in Section 1, when inter and intra agent negotia-
tion cannot produce acceptable results, it may be necessary to
move the negotiation process to a higher level where the over-
all objectives of the agent are examined and potentially mod-
ified. These “objectives” may take the form of the high-level
tasks or goals (or organizational roles) that the agent is pursu-
ing, or they may take the form of the objective function(s) that
the agent uses to evaluate different possible (candidate) solu-
tions. The notion of a changing objective function assumes
a quantifiedmodel of agent activities in which there are gen-
erally multiple solutions and different solutions have differ-
ent statistical characteristics, e.g., some solutions take more
time but produce a higher quality result, some solutions cost
more, some solutions require fewer resources, etc. In other
words, agentssatisficeand evaluate the “goodness” of par-
ticular solutions using goal criteria or an objective function.
Thus, agents can redirect problem solving to compensate for
poor solutions, to explore a new portion of the solution space,
by changing their goals or tasks, or, changing their evaluation
criteria or the function that defines which goals or tasks and
which solution characteristics (e.g., completeness) are impor-
tant.

This relates to the notion of a lattice of potential compro-
mises in DENEGOT [16]. However, while DENEGOT also
uses a satisficing model of computation, satisficing in DENE-
GOT entails relaxing hard constraints; the lattice of potential
compromises expresses preferences for the relaxation of par-
ticular constraints or sets of particular constraints. In our cur-
rent research, GPGP/DTC/TÆMS, this is analogous to poten-
tially changing hard deadlines, hard cost constraints, or hard
quality requirements on particular tasks or sets of tasks. Our
current view of the meta-level of conflict resolution is more
general – rather than just relaxing hard requirements, it may
be desirable for agents to propose a new set of tasks or goals
to pursue, or to propose a new set of goal criteria for use by
GPGP/DTC when evaluating candidate solutions. This view
would map back into DENEGOT as there being a two dimen-
sional array of lattices in which each point is a lattice for a
particular set of goal criteria and for a particular set of tasks
or goals for the agent.

If we view the overall solution space as surface, the idea
is that there may be different high-points or peaks within the
solution space, any one of which is approximately acceptable
if the solution can be scheduled and coordinated. If we are
unable, via feasibility analysis at the lower levels, to schedule
a solution for the set of selected tasks and goals, it may be
desirable to “jump” to a different part of the solution space
and try again to implement the solution via scheduling and
coordination.

The process of selecting new tasks and goals, and possi-
bly changing objective functions, implies communication be-
tween the involved agents, i.e., it appears to pertain mostly to
meta-level inter-agent conflict resolution. However, it also
has a meta-level intra-agent component as the selection of
high-level objectives is interdependent with the process of
performing the low-level scheduling and coordination. Just
as there is a mutual, two-way, interaction between schedul-
ing and coordination, and coordination between agents, there
is also a mutual two-way interaction between the process of



changing the high-level objectives and the detailed feasibility
analysis. Earlier thoughts on this meta-level process [13] did
not identify or address the potential for intra-agent interac-
tion.

5 Conclusion and Future Directions
Interaction and conflict appear at all levels of agent control. In
a very real sense, most aspects of agent control problem solv-
ing are interdependent, and most aspects of agent control and
domain problem solving are also interdependent. This inter-
dependence is often avoided through simplified agent control
models or assumptions of independence. However, as we as a
discipline push agent technology and apply it to wider prob-
lems (and build open systems), the issue if interdependence
moves to the foreground. Unfortunately, this paper provides
few answers, and attempts only to identify and describe some
of the issues and concerns that we have encountered. In the
future we will continue to explore the issue of interdepen-
dence, and conflict, within and between agents.
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