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Abstract

This paper shows the agent based simulation with
changing roles in the social dilemma game, the tragedy
of the common. The tragedy of the common is known
to treat the problem that is how to manage the limited
common resource. To control the usage of a common
resource, the levy based control strategy is employed.
The role of the meta-agent is introduced to charge the
levy to other agents in the proposed simulation. The
levy based control strategy can be expected to avoid
the dilemma situations even if the agents obey the in-
dividual rationality. However, to introduce the meta-
agents, it should be considered that who became the
meta-agents and how to make the charging plan of levy
against the activities of the agents. To solve the prob-
lems, it is proposed the activities of the agents that in-
clude the activities for playing the game and the activity
as the role of the meta-agent. Namely, the proposed
agents will become the meta-agent autonomously ac-
cording to the situations. Concerning to adjusting the
charging plan, the plan is adjusted by the GA based on
the proposed evaluation methods. Throughout the ex-
periments, the effects of the changing roles and the for-
mation of the charging plan are examined.

Introduction
Agent based social behavior simulations are research field
that treats complex game situations and examines artificial
intelligence (Suleiman00) (Namatame02). Social dilemmas
are one of the complex game situations and suite to exam-
ine the intelligence of agents (Conte97). In this paper, the
Tragedy of the Common (Hardin68), which is one of the
social dilemmas, is treated in the agent-based simulation.
In this game, players use common limited resources to get
the reward. If players behave based on the individual ratio-
nality, all players will face to tragedies loosing higher pay-
off. To avoid such tragedies, players have to make the rela-
tionship between other agents to prevent the selfish behav-
iors or change the problem structure, for example, chang-
ing the payoff functions. In the simulations of the Prisoner’s
Dilemma and the n-persons dilemma game, to avoid the self-
ish behavior, extended agent’s abilities and several social
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norms were introduced (Liebrand96). The results of these
approaches will be enough to avoid the dilemma situations if
almost agents in the societies can possess the assumed abil-
ities and norms. However, the simulated societies become
more complex, that is, the properties of the agents become
more heterogeneous, we should be prepare the another types
of approach to avoid the dilemma situations. The chang-
ing problem structure can be thought as one of such other
approaches. In this paper, to avoid the dilemma situations,
the approach of the changing problem structure is employed.
That is, the meta-agent is introduced to control the levy that
changes the received rewards of the players (Yamashita01).

Because it is important who acts the role of meta-agents in
real society, the agents in the social simulations should pos-
sess the decision mechanism that includes the selection of
the role. Therefore, it is proposed that role of the meta-agent
is treated as one of the activities of the players. Namely,
the player will select the role of the meta-agent if the ex-
pected revenue exceeds than the expected rewards when the
agent acts as the player. Another problem for introducing
the meta-agent is how to set the plan of the levies charged
to the activities of the players. To acquire the levy plan,
the Genetic Algorithm is applied. Based on the evolution-
ary acquisition of the levy plan and the decision mechanism
including the selection of the role, the effects of the interac-
tions between the meta-agents and the agents are examined
in the Tragedy of the Common game. In the next section, the
problem structure of the tragedy of common is introduced.
Then the proposed approach is described.

The tragedy of the common
The tragedy of the common (Hardin68) is famous game
problem as one of the n-persons social dilemmas (Yao96).
This game enables for us to analyze the behaviors of play-
ers sharing common limited resources. Owing to the com-
mon resources are limited, higher activity of agents to get the
higher payoff will become to bring lower payoff. The one of
the general form of the payoff function in the Tragedy of the
Common (Hardin68) is as follows;

Payoff(ai, TA) = ai(|A| × N − TA) − 2ai (1)

where,Payoff(ai, TA) is the payoff of agenti. ai de-
notes the degree of activity of agenti. TA is the total activ-
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Table 1: Example payoff table of the Tragedy of the Com-
mon

Total activities of the agents except agenti

ai

0 1 2 3 4 5 6 7 8 9
1 13 12 11 10 9 8 7 6 5 4
2 24 22 20 18 16 14 12 10 8 6
3 33 30 27 24 21 18 15 12 9 6
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Figure 1: Graphical view of example payoff value in Table.1

ities,
∑N

j aj . A is the set of the activities.N is the number
of the agents.

The example of the payoff function (Suzuki94) is shown
as follows;

Payoff(ai, TA) = ai(16 − TA) − 2ai (2)

where,TA = a1 + a2 + a3 + a4. Here, 4 agents par-
ticipate and 4 degrees of the activities,ai ∈ {0, 1, 2, 3}, is
supposed. The payoff values based on the function becomes
like as Table 1.

Let’s consider the game in which the player decides own
activity based on the individual rationality. The game as-
sumes the activity of agents consuming the limited com-
mon resources. Therefore, the payoff becomes will decrease
when total activities increase. However, the agenti will in-
crease the activity against any total activity of other agents,
because the agenti can increase own payoff until the total
activity of the agents reaching 11 in the example. Namely,
the strategy of higher activity always dominates the strategy
of lower activity. Thus all players will decide to increase
their activities based on the individual rationality. Thus the
decisions based on the individual rationality will cause the
limited common resources being exhausted and the payoffs
will become decrease accroding to the total activities. Fi-
naly, the agents will be face to the tragedy. In the example,
the tragedy arises when total activities reached 12. That is,
the payoff can’t incease even though the agenti increases
the activity from 2 to 3.

The characteristic of the game is known that no techni-
cal solution exists. Therefore, to solve this game, players
should change the individual rationalities to other types of
rationality or problem structures should be changed to pay-

off function. One of the objectives of the agent-based simu-
lations is examined what kinds of rationalities and extended
problem structures can avoid social dilemmas like as the
tragedies. In this paper, the architecture of the proposed
agent based simulation is belonging to the extension of the
problem structure. Namely, the meta-agent is introduced to
prevent the agents based on the individual rationality caus-
ing the tragedy. The detail of the proposed approach is de-
scribed in next section.

Approach
To solve the social dilemma, the levy based control strategy
is introduced (Figure 2). In this strategy, the property of the
levy plan is important. Apparently, it will be enable to fix the
suitable levy plan by analyzing the game properties. Then
the plan can be embedded in the simulation beforehand.
However, one of the purposes of the agent-based simulations
is the examination of the autonomous property of the agents
in social environments. Therefore, the autonomous acqui-
sition of the suitable levy plan is desirable. To acquire and
control the levy plan according to the situations, the role of
meta-agent is introduced. It is defined that the meta-agent
can broadcast the levy plan and get the revenue by charging
the levies to the activities of the agents. To realize the so-
cial simulation based on the meta-agent approach, we have
to treat the problems, that is, who becomes the meta-agents
and how to manage the levy plan. To treats the problems, it
is proposed that the decision making includes not only the
selection of the activity but also the selection of the role of
meta-agent. Therefore, it is expected to appear the role of
meta-agents autonomously according to the situation. To ad-
just the levy plan, the simple rules concerning the collection
of the levies from the agents are proposed to prohibit the
meta-agent behaving selfishly. The details of the architec-
ture of the agents are described in the following subsections.
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Figure 2: Schematic view of levy based control strategy.



Architecture of Agents
The group of agents is represented byN . N =
{1, 2, . . . , n}. A = {a1, a2, . . . , ak, ameta} denotes the ac-
tivities of the agent. It is assumedai+1 is higher activity
thanai in the tragedy of the Common game. The element
of the activity,ameta, means the agent acts as the role of
the meta-agent. Namely, the agent can select the role of the
meta-agent as one of the activities.

The decision making for selecting the role of the meta-
agent is based on the levy plan. Each agent prepares the
levy plan to evaluate the expected revenue for deciding the
agent should become the meta-agent or not. If the agent
selects the meta-agent role, the levy plan is broadcasted to
other agents. The expected payoffs according to the activi-
ties as the player are evaluated with referring the broadcasted
levy plans and the payoff function. According to the evalu-
ations, the decision-making for selecting the activity carries
out to maximize the expected incoming among the expected
rewards and revenue. The details of the levy plan are de-
scribed in the next subsection. The decision-making method
are mentioned later.

Levy plan and charging rule
The levy plan consists of the values of levies,
{Lv1, Lv2, . . . , Lvk}, corresponding to the activities,
{a1, a2 . . . , ak}. Namely, the levy,Lvi charges to the
payoff of the activity,ai.

The levies can change the original payoff values to the
rewards of players. Therefore even if the players decide
their activities based on the individual rationality, the suit-
able levy plan will prevent the activities exhausting the lim-
ited common resources. However, it is remained that the
problem is how to set the suitable levy plan. The issue is
connected to the planning policy of levies. In this approach,
the individual rationality is employed for the planning pol-
icy. Namely, the objective of the meta-agent is to maximize
the revenue. The individual rationality is simple policy. The
policy doesn’t ask the meta-agent to have a specific coop-
erative rationality. However, the policy of the meta-agent is
afraid to increase the levies selfishly. To inhibit the selfish
behavior of the meta-agent, the simple rule for charging the
levy is introduced. That is, only if the payoff exceeds the
levy value,Payoff(ai, TA) > Lvi, the meta-agent can re-
ceive the levy. Otherwise, the received value become 0. This
simple rule can be expected to inhibit the selfish behavior of
the meta-agent.

To search the suitable levy plan, the genetic algorithm is
applied. The details of the evolution of the levy plan are
mentioned later.

Decision making and revising process
To determine the activity of the agent, the revising process
is prepared. In this game, the payoff is varied by the other
agents activity, that is,TA. Therefore, it is difficult to deter-
mine the activity without the information of the other agent’s
activities. The revising process consists of the fixed length of
steps. In each step, one of the agents randomly selected. The
selected agents can decide the activity referring the other

Revising Process

Activity
a1 a2 a3 a4

Levy Agent i-1 

Activity
a1 a2 a3 a4

Levy Agent i 

Activity
a1 a2 a3 a4

Levy Agent i+1  Levy

Levy Plan

Select activity

Reward

Activity
a1 a2 a3 a4

Payoff

C1

C2
C3

Judgment

Revenue

Evaluation

Lossi
E  =i

Rewardi

Activity
a1 a2 a3 a4

Agent n

Activity
a1 a2 a3 a4

Payoff 

C1

C2
C3

Activity
a1 a2 a3 a4

Payoff 

C1

C2
C3

+ Revenue

GA

Figure 3: Proposed agent-based simulation process.

agent’s activities and the broadcasted levy plans. To decide
the activity, the agent calculates the expected rewards and
the expected revenue. The expected rewards corresponding
the activity,ai can be obtained from the following equation.

Reward(ai) = Payoff(ai, TA) − Lvi
min (3)

Where,Lvi
min is minimum levy value among the broad-

casted levy values. Namely, in the proposed method, more
than one agent can become the meta-agent. Therefore, some
levy plans are simultaneously broadcasted. For example, the
levy plans,Lvk andLvh, are broadcasted from the agentk
andh respectively. Among the several levy values corre-
sponding the activityai, it is supposed only the minimum
levy value can be charged to the activity and only the pro-
posed agent of the levy value receives the incoming levy. For
example, ifLvi

k ∈ Lvk is smaller thanLvi
h ∈ Lvh, the agent

k can receive the incoming levyLvi
k. If no meta-agent exist,

Lvi
min is treated as 0. The competition between the meta-

agents is also expected to prohibit the selfish behavior of the
meta-agents.

Concerning the expected revenue, the value can be ob-
tained from the following equation.

Revenue =
∑

i

Lv′i|Ai|, (4)

where Lv′i =
{

Lvi if Lvi < Lvi
min

0 otherwise



In the above equation,|Ai| means the number of agents
taking the activityai.

Because the competition between the meta-agents, the ex-
pected revenue can be added if the prepared levy value,Lvi,
is smaller thanLvi

min.
Throughout the calculations for the expected rewards and

the expected revenue, the activity is selected to maximize
the incoming value. If the expected revenue exceeds the ex-
pected rewards, the agent selects the role of the meta-agent.
Otherwise, the agent acts as the player selecting the activity
corresponding the maximum expected reward.

In the revising process, the agent decides the activity in
turn. The length of the revising process is assumed to be
enough for that one agent can revise the own decision in
several times. When the revising process is over, the final
decisions of the agents are applied to the game. Then the
rewards and the revenue are decided. To avoid the tragedy
situations, it is required that the suitable levy plans are pro-
posed in the revising process. To acquire the suitable levy
plan, the genetic algorithm is applied.

Evolution of levy plan
To make the suitable levy plan, the genetic algorithm is ap-
plied. Each agent has the population of chromosomes. The
chromosome consists of the blocks. Each block is decoded
to the value of levy in the levy plan. In the following simu-
lation, the value of the levy is encoded by binary represen-
tation in the block. The levy plan decoded from the chro-
mosome is applied to the game. After the game, the agent
with the applied levy plan gets the reward and revenue. The
evaluation of the levy plan is based on the reward, revenue,
and the following loss value. The loss ,Lossi, of agenti is
determend as follows:

Lossi =
{

Lossp
i if ai 6= ameta

Lossm
i if ai = ameta (5)

Lossp
i =

∑
j

(Lvj
i − Lvj

min)|Aj | (6)

Lossm
i =

∑
j

Yj |Aj | (7)

where Yj =




(Lvj
i − Payoff(aj , TA))|Aj|

if Lvj
i > Payoff(aj , TA)

0 otherwise

In the above equations,Lossp
i is the loss value for the

agenti as the player. Therefore, the levy plan of the agent
i isn’t applied to the game. The situation can be considered
that the levy plan of the agenti is inferior to the applied levy
plans of others. Thus, the deference between the levy plan of
the agenti and the applied levy plans of others is considered
as the loss value like as the equation 6.Lossm

i is the loss
value for the agenti playing the role of the meta-agent. In
this case, the loss is occurred ifLvj

i > Payoff(aj , TA).
Using the reward, the revenue and the loss, the evaluation

of the chromosome, which generates the levy plan, is defined
as follows.
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Figure 4: Relation between the payoffs and levy plan con-
cerning reward, levy and loss.

Ei =
Reward(ai) + Revenue

Lossi
(8)

In the simulations, the game is iterated in several times
against to the same levy plan, because the averaged evalua-
tion value would like to be considered.

After the evaluation values are fixed for all of the chro-
mosomes, the genetic operations are applied. Namely, the
crossover, the mutation and reproduce are applied in turn.
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Figure 5: Each agent applies genetic algorithms to acquire
suitable levy plans.



Simulation
To confirm the effectiveness of the proposed methods for
avoiding the tragedy situation in the social dilemmas, the
simulation is executed. The payoff function is set as follows;

Payoffi = ai(|A| × N ′ −
N ′∑
j

aj) − 2ai (9)

whereN ′ is the number of agents excepting the number
of meta-agents.

The number of agents is 7. The activities for each agent
are 7 andameta. Each agent has 30 chromosomes. Ac-
cording to the decoded plan, the game, The tragedy of the
common, is iterated 10 times. In each game, the time of the
revising process is 21. Namely, 3 times for revising chances
are given for each agent. The averaged evaluation values in
the iterated games are given as fitness of the chromosomes.
The crossover and mutation are applied the chromosomes.
The crossover rate is 1.0 and the mutation rate is 0.05. Un-
der these parameters, the evolution of the levy plans in the
agents are proceeded until 200 generations. The calculation
time is about 9 hours for one simulation with Pentium 4, 1.5
GHz. The example of the decision process is shown in Fig.6.

In this figure,ameta means that the agent selects the role
of meta-agent and others are quantity of the activity as the
players. From the decision process, two agents selected the
role of meta-agent autonomously.
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Figure 6: Example decision process in the Tragedy of the
Common game

To comfirm the effect of the meta-agents, the limitation
of the number of the meta-agent is evaluation. In this ex-
periment, the case of only one agent can become meta-agent
and the case of two are compared. Concerning two cases,
the averaged reward and averaged lost are compared. The
averaged reward is shown in Fig.7 . The averaged lost is
shown in Fig.8. From both figures, the case of 1 meta-agent
become higher reward and lower lost. Therefore, the num-
ber of meta-agents can be condidered as suitable one in this
problem.
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Figure 7: Progress of averaged reward concerning the num-
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Concerning to the activities of the agents, the effect of
the number of the meta-agent-players are compared. The
averaged selection rate of the activities is made from the
generation 180 to 200. Fig.9 shows the case of no-meta-
agent-players. Namely, the agents determine the activity
from only own expected payoff prediction. In this case, ap-
parently tragedy situation occurred. Fig.10 shows the case
of the limited to one meta-agent and Fig.11 shows the lim-
ited to two meta-agents. In both case, terrible tragedy sit-
uations are avoided comparing to the no-meta-agent case.
Especially, the limited to one meta-agent is more distributed
the activities than the case of two meta-agents. Therefore,
the limited one meta-agent-player is effective to avoid the
tragedy situation than multiple meta-agent case.
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Conclusion
This paper shows the agent based simulation with changing
roles in the social dilemma game, the tragedy of the com-
mon. To control the usage of a common resource, meta-
agents are introduced in the game. The objective of the
meta-agents is to get the revenue from the agents according
to their activities. To introduce the meta-agents, it should
be considered that who became the meta-agents and how
to make the charging plan of levy against the activities of
the agents. Therefore, it is proposed the decision making
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Figure 11: Averaged selection rate of activities with limited
two meta-agent-player.

of the agents that includes the selection of roles. Namely,
the agents have the levy plan and the payoff prediction.
The agent determines the activity including selection of the
meta-agent role by comparing the expected payoff and the
expected revenue. To make the suitable levy plan and the
payoff prediction, the coevolution of both internal plans are
employed. From the experiment, the proposed autonomous
selection of meta-agent well performed to avoid the tragedy
situation. In this simulation, the GA is applied to acquire the
levy plans, however, the other adaptation techniques seems
applicable. For example, the reinforcement learning will be
useful for getting the suitable levy plan.

Concerning the number of meta-agents, limited one meta-
agent-player is more effective than the case of competitive
two meta-agents. The effect of the competition between the
multiple meta-agents will be required to analyze in future
work.
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