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Abstract 
The challenge addressed here is to design a hybrid cognitive 
architecture that will possess the minimal Core Cognitive 
Competency (CCC) sufficient for the cognitive and social 
growth of an agent up to the human level of intelligence, 
based on autonomous learning. The approach is based on 
the integration of high-level symbolic (schema-based) and 
connectionist components at the top representational level, 
as described previously. The present work specifically 
addresses the mechanisms of perception, voluntary action 
and social communication based on the given formalism of 
schemas. Social competency appears to be vital for CCC. 

Introduction
In the near future, machines are expected to make a 
transition from tools to partners in our society (Albus and 
Meystel 2001, Samsonovich and Ascoli 2002, Kurzweil 
1999, 2005). One scientific aspect of this transition is the 
following underlying hypothesis, which is not always 
acknowledged, yet in our view is always implied by any 
ambitious human-level AI project and is subject to 
verification by implementation. This hypothesis is: there is 
a limited set of cognitive abilities, such that, once 
implemented in an agent, they will allow this agent to grow 
cognitively and socially up to the human level of 
intelligence, understood as intelligence in general rather 
than intelligence in a specific domain. This growth will 
occur through the process of autonomous human-like 
learning from personal experience, from instructors and 
partners, from training activities, from public resources of 
knowledge, etc. This, if implicit, hypothesis allows us to 
think that the human- level, self-sustainable AI is feasible 
in the near future, and suggests that a certain set of 
cognitive abilities, or Core Cognitive Competency (CCC), 
is the key to it. The question #1 therefore is: what are these 
cognitive abilities, CCC, that enable virtually unlimited 
cognitive and social growth in an agent, and how one 
would go about reproducing them in an artifact? In contrast 

Compilation copyright © 2006, American Association for Artificial 
Intelligence (www.aaai.org). All rights reserved.

with the Newell’s list (Newell 1990), CCC should define 
the minimal cognitive embryo that constitutes a “critical 
mass” sufficient for the development of human-level 
intelligence in an artifact. In our view, CCC includes at 
least the following features.  

(a) The following features can be judged based on 
behavior, using human-like psychometrics 
(Samsonovich, Ascoli and De Jong, 2006a): 

human-like attention control in working 
memory, 
understanding (sense-making) in perception 
of new information and in recall of memories, 
the ability to make independent decisions and 
to act voluntarily, 
the ability to develop own system of values 
and generate long-term goals, 
the ability to acquire new conceptual 
knowledge, 
the ability to remember personal experiences 
and to learn from them, 
the ability to imagine and to judge possible 
scenarios and alternative states of mind. 

(b) The following features are judged based on the 
functional organization and implementation of the 
agent (Samsonovich, Ascoli and De Jong, 2006b): 

the basic human kinds of memory (working, 
episodic, semantic, procedural), 
the general notion of agency based on a Self-
concept (Samsonovich and Nadel 2005),  
Theory of Mind, awareness of others and own 
Self as agents used in metacognition, 
human-like social intelligence based on 
internal cognitive modeling of human selves, 
human-like communicational capabilities at 
the level of semantic input-output, 
human-like emotional intelligence available 
at the higher semantic level. 

The CCC hypothesis says that having all these features 
available in an agent embedded in a realistic social 
environment will enable virtually unlimited autonomous 



cognitive and social growth of the agent. In the present 
work we argue that the minimal, core social competency is 
a centerpiece and a vital part of CCC, and we elaborate 
further our previously proposed cognitive architecture 
(Samsonovich and De Jong, 2005a) as a potential basis for 
building socially competent intelligent agents. 

Architecture 
The approach pursued in this work is based on the 
integration of symbolic and connectionist components at 
the top representational level (Samsonovich and De Jong, 
2005a). On the symbolic side of this integration scheme, 
the key elements are a unique, central notion of a Self and a 
formal representation system based on the innovative 
building block called here a schema (Samsonovich and De 
Jong, 2002, 2003, 2005b). On the connectionist side, the 
key elements are neuromorphic cognitive map components: 
neural networks that provide for associative indexing of 
symbolic memories, path-finding in modeled cognitive 
spaces (Samsonovich and Ascoli 2005a), reinforcement 
learning, and other functions some of which are discussed 
below. The integration is achieved through an associative 
learning mechanism between the symbolic and 
neuromorphic components. 

In the nutshell, the architecture has eight components 
that are highly interconnected to each other (Figure 1, see 
Samsonovich and De Jong 2005a): working memory, 
episodic memory, semantic memory, input-output buffer 
(all these four components operate using symbolic 
representations: schemas and their instances, see below), 
procedural memory (that consists of hard-coded functions, 
variables and operators collectively called here primitives),
the driving engine (i.e., an “operating system” that runs all 
components), the reward and punishment system (used in 
reinforcement learning and as the origin of goal-directed 
behavior), and the neuromorphic component implementing 
cognitive maps. 

Figure 1 (from Samsonovich and De Jong 
2005a). Cognitive architecture at a large scale 
(see text). Rectangle: higher-level symbolic 
components, oval: analog connectionist 
components, rounded rectangle: algorithmic. 
Arrows indicate essential data flow. 

Mental State Lattice and the Self 
The notion of a self of an agent has many facets. One 
popular topic nowadays is the origin of the sense of self
and self-awareness (Damasio, 1999), another side of which 
is the logic of self-reference (Perlis, 1997). In contrast, 
here we focus on the subject-and-author aspect of the Self 
(Samsonovich and Ascoli 2005b) that may underlie 
cognition even in the absence of explicit self-awareness 
(Samsonovich and Nadel 2005). We understand the Self of 
a cognitive system as an imaginary unit that is based on a 
set of fundamental false beliefs about the cognitive system 
(Samsonovich and Nadel, 2005) called here self axioms.
This unit-abstraction is represented in the system in order 
to guide all cognitive information processing at the higher 
level. The set of self-axioms (semantic constraints imposed 
on possible representations) can be summarized as follows: 

The Self is a unit that exists as an abstract entity 
associated with a specific cognitive system. This 
unit is unique and the same in all circumstances.  

This unit is indivisible and opaque: it has no internal 
mechanisms, parts or substructure that may be 
analyzed to account for its behavior. 

This unit is the only subject of all first-hand present 
and past experiences represented in the system. 

This unit is the only one, independent author of all 
self-initiated actions of the cognitive system. 

This unit is self-consistent over time in that it relies 
on its persistent personal values and memories. 

This unit is always localized in one given context 
(including time, space and agent’s body). Therefore, 
an instance of a Self defines a mental perspective.

This unit is capable of awareness of self and others. 

Figure 2. Working memory is partitioned 
into mental states (boxes), the main sequence 
of which (double line) makes a working 
scenario. Each bulleted entry is an instance of 
a schema, the underlined header in each box 
is the mental state label. 
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These axioms apply to what the system represents 
(beliefs), and not to what the system is. In addition to this 
static set of beliefs, our notion of Self involves a dynamic 
(emergent) aspect as well. As illustrated in Figure 2, the 
Self in our model has discrete instances (e.g., “I” taken at 
different moments of time) that are represented by simple 
tokens (labels “I-Now”, “I-Previous”, etc.). 

In essence, implementation of the Self in our 
architecture is based on the sequence of conceptual steps 
that introduce several building blocks: (i) self axioms, (ii) a 
mental state, (iii) the lattice of mental states, (iv) working 
scenario, (v) working and episodic memory systems, and 
(vi) cognitive maps that implement personal value systems.  

Implementation of self-axioms formulated above begins 
with the notion of a mental state. Working memory is 
dynamically partitioned into mental states (Figure 2). Each 
mental state corresponds to an instance of a self and 
represents the mental perspective of that instance, which is 
partially captured by a self-explanatory mental state label 
(e.g., “I-Now”, “I-Next”, “I-Previous”, “I-Imagined”, 
“I-Goal”, “I-Meta”, “I-Past”, “He-Now”, “He-Next”, 
“She-Now”, and so on). At the same time, the labeling may 
be ambiguous and is used only to articulate the principles 
of our framework. Technically, each mental perspective is 
represented by the associated location in the contextual 
cognitive map (see below). None of the mental states are 
permanent architectural components: mental states may 
emerge and disappear, move across memory systems, 
change their labels, functional roles and relationships; 
however, a certain set of standard labels are likely to be 
found at any given time in an awake system. Among them 
are I-Now and I-Next: they represent states of awareness of 
the subject at present and at the next moment.  

Active mental states in working memory form a 
dynamical graph on the lattice of all possible mental 
perspectives (called the mental state lattice: Figure 2). The 
content of each mental state is a set of instances of 
schemas bound to the given mental perspective and to each 
other. The framework allows the system to process each 
mental state from another mental state (perspective), 
thereby providing a basis for various forms of meta-
cognition. The underlying schema-oriented representation 
formalism that was described previously at an abstract 
level (Samsonovich and De Jong 2005a; see below) is 
specifically designed to enable cognitive growth 
capabilities and to allow for indexing, retrieval, and 
organization of memories by the connectionist component. 

The subset of active mental states is not randomly 
selected among all possibilities. E.g., it contains the main 
sequence of mental states called the working scenario that 
includes I-Now and (in the case of goal-directed behavior) 
I-Goal. Intuitively, it corresponds to the notion of a stream 
of consciousness. Mental states in working scenario 
represent the most realistic and truthful, according to the 
agent’s beliefs, succession of events of the near past, the 
present and the near future that are relevant to the current 
perspective of the agent.  

Mental states change their perspectives over time: e.g., 
under normal conditions I-Next becomes I-Now, which 
then becomes I-Previous, which eventually becomes I-Past. 
At this stage the mental state is de-activated and moves 
from working memory to episodic memory. Therefore, 
episodic memory formation in this architecture could be as 
simple as deactivation and storage of mental states found 
in working memory that are about to expire. On the other 
hand, the process of episodic retrieval is in general more 
complicated and may require pathfinding (Samsonovich 
and Ascoli 2005a). In addition to memory of the actual 
past, episodic memory represents imaginary experiences 
such as previously considered goal situations. 
Relationships between mental states in episodic memory 
are organized based on the same lattice of mental states. 

While the volume of working memory may be limited to 
a reasonably small number of mental states,  like the 
“magic number” seven plus-minus two (Miller 1956, 
Lisman and Idiart 1995), the volume of episodic memory is 
virtually unlimited: the system should be able to remember 
its entire life experience. Semantic memory that stores 
schemas also has virtually unlimited volume: the system 
should be able to learn new concepts at any age, while 
remembering all previously learned concepts.  

Mental states in episodic memory can be viewed as 
organized into short sequences or clusters called episodes
that once were co-active in working memory. In this sense, 
retrieval of an episode from episodic memory amounts to 
retrieval of a past state of working memory (although upon 
retrieval it is not exactly the same state as it was at the time 
of experience: e.g., it is perceived as the past). The entire 
episodic memory, however, may not store one global 
sequence of mental states: due to many reasons, the 
sequence will be frequently interrupted. As a result, typical 
episodes will be stored “as cherries in a bowl”. Their 
proximity on the contextual cognitive map (see below) has 
more to do with the similarity of their contexts rather than 
with their proximity in time. 

In summary, the Self in this framework is an imaginary 
abstraction that has multiple representations – tokens to 
which experiences are attributed. Each of these tokens 
together with all attributed to it experiences forms a mental 
state. Therefore, multiple instances of the Self (one for 
each currently experienced mental perspective) correspond 
to simultaneously active mental states that are processed in 
parallel. Representations of the Self and its experiences are 
constrained by self axioms, producing an illusion that there 
is an “alive subject” controlling the system. 

The question of how the notion of consciousness maps 
onto this functionalist framework is not of our concern in 
the present work, yet it deserves to be briefly mentioned. 
One possibility is to identify the content of I-Now with the 
content of consciousness. Another possibility is to say that 
consciousness may include some nearby mental states as 
well, yet not the entire working memory, but then the 
criterion for separation remains unclear. A more traditional 
interpretation of consciousness as working memory 
(Baddeley 1986, Baars 1988) would not account for higher 



cognitive phenomena that may happen without 
consciousness (e.g., Samsonovich 2000). 

Cognitive Map 
The notion of a cognitive map in cognitive psychology was 
introduced by O’Keefe and Nadel (1978). A cognitive map 
in the present framework is understood as an abstract 
metric space that is used as an associative index of 
symbolic representations, including mental states, schemas 
and their instances, and can be extended to index elements 
of schemas. Cognitive maps can be implemented in neural 
networks, e.g., as quasi-continuous attractors. In this case, 
points of the map would correspond to patterns of network 
activity, and Hebbian learning could be used for linking the 
map to symbolic representations. 

The neuromorphic cognitive map component in Figure 1 
includes three kinds of cognitive maps: a contextual map 
that indexes episodic memories, a conceptual map that 
indexes semantic memories (schemas), and an emotional 
map that may reflect on values and affective aspects of 
episodes as well as semantic knowledge. Examples of 
dimensions would be: time and location for a contextual 
map; complexity, specificity, rationality, etc. for a 
conceptual map; valence, arousal and strength for an 
emotional map. 

Cognitive maps can serve many vital functions in our 
architecture. For example, emotional maps can be used to 
generate representations of feelings and emotions based on 
the content of a mental state. Moreover, the valence 
dimension of the emotional map can be used in reward-
punishment mechanisms (e.g., reinforcement learning) and 
in goal generation during imagery, while the arousal 
dimension can be used in mechanisms of attention control. 
Conceptual maps can be used to suggest relevant schemas 
by associations during cognitive analysis or planning, 
thereby guiding the process of “thinking”. The same 
mechanisms in combination with other tools can be used in 
analogy search. A contextual map can be used for 
pathfinding (Samsonovich and Ascoli 2005a) during 
episodic memory retrieval, as well as in working memory 
during planning. More generally, conceptual and 
contextual maps will help to manage long-term memory 
consolidation, including generalization, categorization, 
multiple trace formation, etc. 

Again, a unique feature of our approach is that we place 
cognitive maps and implementing them neural networks on 
the top of the symbolic part of the architecture; therefore, 
these neuromorphic components play the integrating role 
by learning abstract cognitive spaces from symbolic 
components and then using them as metrics. Together 
cognitive maps provide an infrastructure for symbolic 
representations in our architecture. Related to cognitive 
maps brain structures include the limbic lobe, the 
amygdala, the hypothalamus, the medial temporal lobe 
cortices, the cingulate, orbitofrontal and parts of the 
parietal and prefrontal cortices. The main structural part of 
the cognitive map in the brain is the hippocampus. 

Schema Formalism 
Our notion of a schema introduced previously 
(Samsonovich and De Jong, 2005a) is a formal system of 
representation that underlies all our symbolic components. 
This formalism of schemas can be viewed as a generalized 
production system that offers both a meta-level of 
information processing and the ability to incorporate non-
symbolic primitives into schemas. Here the term “schema” 
refers to an abstract model or a template that can be used at 
any level of abstraction to instantiate and to process a 
certain class of mental categories. E.g., our schemas 
include concepts, elementary actions and their sequences, 
as well as templates for instantiations of qualia and abstract 
notions. The main distinctive feature of our system of 
schemas is its cognitive growth capability: schemas 
capturing qualitatively new cognitive abilities can be 
created autonomously by existing schemas (Figure 3; cf. 
Laird, Rosenbloom and Newell, 1986). In this sense, 
schemas are divided into innate (pre-programmed) and 
acquired (automatically created by the system). As we see, 
the system of schemas can evolve. 

Figure 3.  Example of a metaschema (i.e., a 
schema operating on other schemas) used to 
create new schemas by combining bound 
instances of existing schemas. 

Generally, a schema can be represented as a graph, in 
which external nodes are called terminals, the first of 
which is called the head and represents the instantiated 
category of the schema. Internal nodes, if present in a 
schema, may represent other schemas and primitives 
implementing conditions of state creation and effects of 
state execution. The first step of a state creation based on a 
schema is called binding. Links of the schema graph 
together with attributes of nodes specify how bindings of 
nodes should be established. For example, in Figure 3, 
schema X is used to create a state in working memory. 
This state is a copy of X with its terminals bound to some 
content in working memory, including terminals of state Y. 
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During the binding of state Y, its last terminal is not used 
to match a pre-existing content, but is used to create a new 
content in working memory: these conditions (indicated by 
directions of arrows in Figure 3) are specified by the 
attribute “mode of binding”, along with other parameters. 

Cognitive Architecture in Action: Numerical 
Simulation Results 

Perception and Understanding 
We start our consideration with an example of visual 
perception of a cube based on three schemas: a vertex, an 
edge and a face. This example is a convenient starting 
point for us to develop an understanding of the key 
concepts of the schema formalism. Intuitively, one can 
represent a 2-D projection of a wire diagram of a cube as 
12 edges. This is the input to the system in our example.  

Figure 4. Results of a Matlab implementation 
of the architecture simulating the perception 
of a cube. A: After five iterations, three 
instances of the face schema are successfully 
bound to the available content of awareness 
in I-Now. B: Diagram representing the 
structure of the face schema together with its 
internal and external bindings. 

The process of understanding in our case involves 
mapping schemas of elements of the cube (e.g., faces: 
Figure 4 B) onto the wire diagram of the cube that was 
imported into I-Now from the I/O buffer during the process 
of perception.

Generally, we represent any schema as a two-
dimensional array of nodes. All nodes have one and the 
same, standard set of attributes: their incomplete list is 
given in Table 1, explanations are given below in the text. 

Table 1. Standard attributes of schema nodes. 

Attribute Nickname 
Attitude att 
Perspective per
Stage of processing stp
Category cat
Tag tag 
Mode of binding mob 
Method of binding met
Bindings bnd 
Value val
Quantifier qua 
Activation act 
Attention atn 
Fitness fit

 The first (top) row of nodes are terminal nodes, the first 
of which is the head. The following rows correspond to the 
top rows of other schemas. Among terminal nodes, there 
may be those that need to be bound in order for the schema 
to be instantiated (stp = 1) and those that may be bound at 
a later stage (stp > 1). Depending on the mob value, a node 
can serve as an input or an output terminal. Input nodes 
match some of their attribute values (e.g., cat) with those 
of the nodes of other (pre-existing) instances to which they 
bind. Following the list, met can be deductive, inductive or 
abductive; bnd is a pointer to another node; val may 
contain a numerical or symbolic value associated with the 
category; qua, if specified, allows a node to be bound to a 
set of nodes; act and atn determine the probability of 
selection of the node for processing (the processing of 
schemas is done based on stochastic rules in parallel); tag
is used to label all instances of one and the same object (to 
distinguish them from other objects of the same category); 
per is the mental perspective (an instance of a Self) to 
which the instance of the schema is attributed; att is the 
position of the instance with respect to the subject in the 
cognitive space; fit is used in the process of evolution of 
the set of schemas. Semantic memory in this framework, in 
addition to the entire set of schemas, includes the hierarchy 
(more generally, a semantic network) of all categories 
represented by schemas and a reference memory that is 
based on a spatial map of the environment and represents 
the current (believed by the agent) configuration of the 
world. Furthermore, semantic memory can be partitioned 
into domains of knowledge and is associated with 
conceptual and emotional cognitive maps. 



These general principles of our framework apply to all 
embodiments of the architecture, including the current 
example of perception of a cube. E.g., the top row of nodes 
of the face schema (Figure 4 B) have the following 
categories, from left to right: “face”, “vertex”, “vertex”, 
“vertex”, “vertex”. Each of the following rows in Figure 4 
B is the schema of an edge, with categories of nodes, from 
left to right: “edge”, “vertex”, “vertex”. Figure 4 B shows 
an instance of the face schema successfully bound to a face 
of the cube. 

A next step in this process of “understanding” of the 
cube would be to assign the depth (the third coordinate) to 
tilted faces. The latter operation is ambiguous. Therefore, 
as the time flows and the mental perspectives change, 
flipping from one perceived configuration of the cube to 
another occurs spontaneously, and can be pre-determined 
by voluntary attention control. In one scenario, two mental 
states take the position of I-Now in turn during this 
process. This same sort of flipping is observed 
experimentally in subjects perceiving the Necker cube 
(Slotnik and Yantis, 2005). 

Voluntary Action 
Most self-initiated actions produced by our architecture are 
voluntary actions. Each voluntary action involves a 
standard set of key elements listed below: 

1) generation of ideas – feasible actions; 
2) preliminary evaluation of the ideas based on their 

consistency with respect to the current working 
scenario (e.g., by using a heuristic schema 
associated with the current goal or desire); 

3) elaboration of expectations for selected ideas (this is 
done in separate mental states I-Imagine); 

4) selection of an intent (the corresponding I-Imagined 
acquires the status of I-Next); 

5) motivation of the intent (finding one good reason 
why this should be done: here again the same 
heuristic can be used); 

6) scheduling execution; 
7) controlled execution (I-Next becomes I-Now); 
8) perception of the outcome and its comparison 

against the previous expectations (which results in a 
positive feeling in the case of success); 

9) if there is a mismatch, a process of conflict 
resolution starts in a metacognitive perspective 
(I-Meta becomes I-Now). This last step could result 
in revision of previous beliefs of the agent, etc.  

To illustrate voluntary actions, here we consider another 
example of embedding, in which our agent is a car in a 
virtual city (Figure 5). Space and time are discrete. The 
agent moves on a rectangular lattice of 20 nodes – 
intersections. Perceived features of the environment at each 
moment of time include features of the current intersection 
only. Available actions are one-step moves in the four 
directions. E.g., a mental state I-Now of the agent located 
at the intersection C3 will include the following perceived 
instances: gas station, pond, supermarket, building. The 

attitudes of these instances are equal to nil, which means 
“current, actual fact”. In addition, the mental state may 
include the current intent, the previous action, imaginary 
actions, etc., all with appropriate attitudes. 

Figure 5. Virtual city map. The city is 
surrounded by a forest from the north, a 
highway from the west, a river from the east, 
and a railroad from the south. The agent 
moves on the lattice of intersections (crosses), 
passing one block at a time. Some streets 
allow for one-way traffic only (arrows). SM: 
supermarket, P: home parking garage. 

Suppose that initially the agent is wondering in the city 
driven by the desire to explore it: there is no explicit goal, 
but the idea of seeing new locations dominates in the 
working scenario (plus the rule of not reversing the steps 
immediately applies). Therefore, at the step (4) in the list 
above the preference will be given to ideas of moves that 
immediately lead to previously unexplored locations, if 
there are such moves; otherwise the choice will be random. 
This is a rather trivial example of voluntary behavior. One 
numerically generated example of an exploratory trajectory 
is the following:  

A1 B1 B2 B3 A3 
A2 A1 B1 C1 C2 
D2 E2 E3 D3 D4 
C4 B4 A4 A3 A2 
A1 B1 B2 B3 A3 
A4 B4 C4 D4 E4 
E3 E2 E1 D1 C1 
B1 B2 B3 A3 A4 
B4 C4 C3 B3 A3 
A4 B4 C4 C3 C2 
C1 D1 D2 D3 C3 

(1) 

pond 
S

M



By now the agent has explored all locations in the city, 
most of them multiple times, and associated objects seen 
and mental states experienced at those locations with the 
two-dimensional lattice, which is a trivial example of a 
contextual cognitive map. At the same time, we assume 
that objects seen together were associated with each other 
on a conceptual cognitive map. E.g., a gas station (the 
concept) is associated with a supermarket, a pond and a 
building. A pond is associated with a gas station, a 
highway, a forest and a building, and so on. 

Suppose that the agent is located at its home parking 
garage (Figure 5: P) and wants to get to the gas station. We 
consider three methods of intent generation given the 
current goal. Planning capabilities will not be assumed 
(however, they could be learned and represented by 
schemas during further exploration of the city). 

Method A: intent selection using the spatial (contextual) 
map and a heuristic of minimizing the distance to the goal 
location. This method in the given case trivially results in a 
path of 4 steps, which is a shortest possible path. 

Figure 6. Pathfinding in working memory 
using a contextual cognitive map Each box 
represents a mental state, each dot inside a 
box is an instance of a schema. The neural 
network component consists of three layers: 
the interface layer (top of the three, used to 
associate each mental state with a unique 
node in each of the other two neural network 
layers) and the “CA3” and “CA1” layers of 
the contextual cognitive map (Samsonovich 
and Ascoli 2005). Connections between 
mental states represent feasible actions. 

Method B: intent selection using associations stored in 
the conceptual cognitive map. In this case the agent will 
give preference to moves that lead to locations where more 
features have (stronger) associations with the features of 
the goal location. Therefore, the first step will be from A1 
to A2 (the highway is associated with the pond which is 

associated with the gas station, while the railway is not 
associated with any object that is directly associated with 
the gas station). The trajectory consists of 6 steps:  

A1 A2 A3 A4 B4 C4 C3. 
Method C: intent selection using the path-finding 

mechanism based on a contextual cognitive map. In this 
case, we assume that our neuromorphic component has a 
neural network architecture of Figure 6 implementing the 
pathfinding learning and search algorithm described in 
detail previously (Samsonovich and Ascoli, 2005a). The 
result in this case is easy to derive from (1): it is one of the 
shortest trajectories, A1 B1 C1 C2 C3. Note, however, that 
if the exploration trajectory (1) were cut in half, then the 
path found by the pathfinding algorithm would be longer 
than the path found by the conceptual associative network:  

A1 B1 B2 B3 A3 A4 B4 C4 C3. 
It is also interesting that all three methods work 

significantly better  than a random search. Nevertheless, 
these examples are not intended here to demonstrate 
cognitive and learning abilities of the architecture in simple 
spatial tasks. Rather, they are viewed as an intuitive 
illustration of principles underlying our architecture that 
will work in more complicated, non-spatial learning 
paradigms. We consider these principles and mechanisms 
as the key building blocks of our integrated architecture. 

Constructing Systems of Values 
It is important to understand that principles considered in 
the previous section are not limited to spatial reasoning. 
For example, the same or similar mechanisms could be 
used based on emotional cognitive maps that would 
arrange concepts and mental states in an abstract space of 
affects and feelings that may have little in common with 
Figure 5. On the other hand, a key question is: how to 
allocate representations  in this space?  

Despite the long history of study of cognitive maps, their 
dimensions, intrinsic metrics and functional properties are 
poorly understood. Given that direct access (e.g. Quiroga 
et al., 2005) to brain representations of concepts is difficult 
due to ethical and technological reasons, alternative 
approaches deserves consideration. As a possible answer to 
the above question, we consider an example based on 
linguistic material. 

The material used in this part of the study is the 
thesaurus of English synonyms and antonyms available as 
a part of Microsoft Office Word 2003. Of the entire 
dictionary, only the giant connected cluster of 8,000 
concepts (including words and short phrases) was selected. 
The cluster has a structure close to a scale-free network. 
An average word in it has 1.8 synonyms (3.0 including 
references to this word) and 0.8 (1.4) antonyms. Distances 
between words, however, do not correlate well with 
semantic differences or similarities and could be 
misleading.

The method of study was the following. Each concept 
was represented by an abstract particle randomly allocated 
in a compact multidimensional manifold. Forces of 
attraction between synonyms and repulsion between 

“I-Now” “I-Goal” 

“CA3” 



antonyms were introduced. Thus defined dynamical system 
underwent simulated annealing and dimensional reduction 
procedures. The resultant self-organized configuration was 
subject to principal component analysis. Finally, the 
semantics of principal components were identified. Words 
were sorted along principal components, the very top of the 
list was compared to the very bottom. Results are 
represented in Table 2. 

Table 2. Sorted List of Words Extracted from the 
Microsoft Word 2003 Thesaurus. 

Sorted by the first principal 
component, identified as 
“valence”

Sorted by the second 
principal component, 
identified as “arousal” 
(taken from a different 
simulation) 

Top of the list Bottom pf 
the list 

Top of the 
list

Bottom of 
the list 

found                 
ethics                 
prove                  
decisiveness       
unquestionable   
repeat                 
put up                 
excitedly            
definite               
ethical                
come to              
attraction            
conclusively       
have 
knowledge of     
treasure              
cherish               
elegant               
admit                  
rejoice                
resolution           
aristocratic         
acclimatize         
consciousness    

sap                   
pointless          
enfeeble          
weaken            
grow weaker   
inept                
unenthusias-
tically              
useless             
futile               
unfit                
incompetent    
descent            
take out           
hesitation        
droplet             
drop                 
withdraw         
immoral          
dishearten       
dull-witted      
unconscious-
ness                 
tear down        
morally 
wrong              
fallow         

outbreak  
eruption  
outburst  
thump 
clunk 
punch 
alarm 
clock 
knock 
tirade
pound 
thud  
affect
impact  
rap
bash  
throb 
fret
make an 
effort
pounding  
taunt 
stilted 
concerned 

placid  
simplicity 
consecutive
successive  
neutrality  
impartiality  
calm down 
untouched 
unaffected  
peace
easy
painless  
unconcerned 
calming 
tranquillity  
soothe  
effortless  
soothing  
calmness  
reassurance 
untroubled  
composure 
serenity  
equanimity  
alleviate
carefree

It is found that a stable, self-organized distribution of 
concepts (words) in an abstract space obtained with this 
paradigm can form a cognitive map, in that spatial 
coordinates of concepts reflect their semantics. The 
distribution is polarized into two broad, fuzzy clusters of 
nearly equal size, separated along the main principal 
component that captures the notion of valenve: “positive 
vs. negative”. Otherwise, the map is a quasi-continuum, in 
which at various scales relative locations of concepts 

correlate with their semantic differences. Interestingly, the 
strongest two principal components roughly correspond to 
Osgood’s (1957, 1969) dimensions of the “affective 
space”: evaluation, potency, and activity.  

The main conclusion in this section is that spatial-
dynamic analysis of natural language may provide a key to 
understanding the human system of values and semantic 
memory, and that similar results can be expected for 
episodic memories, concepts, or any representation system 
where synonym and antonym relationships can be defined.  

Social Communications 
So far we were introducing and studying elements of the 
architecture step by step, considering only one agent. Now 
we turn our attention to the most interesting aspect of the 
presented framework, at which all components should 
come into play: social interactions among agents. From 
now on we will be considering two or more architectures 
of the above kind that interact with each other. 

Understanding the dimensionality of the problem 
Most of modern natural language processing (NLP) 
research is concerned with either extracting semantics from 
a verbal message (natural language understanding: 
essentially, the disambiguation problem) or representing 
given semantics by an utterance (natural language 
generation). We are not going to discuss NLP (Jurafsky 
and Martin 2000) and related problems here. Instead, we 
are going to focus on a bigger question: what to do after 
the semantics of a perceived message are available? 
Therefore, we assume that problems of extracting 
semantics from communications, as well as expressing 
mental states using language, are solved or finessed (Ortiz, 
1999; Dragoni et al., 2002). 

Following many previous attempts of formalization of 
this problem (Allen 1995 chapter 17, Panzarasa et al. 
2002), here we outline our original approach. For example, 
suppose that the message was a simple question, like 
“What time is it?” Suppose that it was established that the 
true semantics of this message (given the context) is 
nothing but an inquiry about the current time. What an 
intelligent social agent should do in response to this 
message? Should it immediately tell the time? Why? If the 
agent is telling the time in response to every request like 
this automatically, without any motivation, analysis or 
voluntary control, then it seems like there is no big 
difference between this agent and a talking watch that tells 
you time whenever you press a button on it. On the other 
hand, if the agent remains silent, then it could mean that 
the agent does not understand the question. Where is that 
element that characterizes intelligence in this situation? No 
matter how smart the agent is in other specific domains 
(can beat Kasparov in chess, capable of solving superstring 
equations), you would not call it socially competent if it 
does not know what to do when asked a simple question 
like “What time is it?” 



Figure 7. Message passing during social 
communications may involve higher orders of 
Theory of Mind – even in simplest cases.  

Let us give it a thought. What does it mean that a 
question, a statement, or any utterance for that matter, 
occurs as a part of social interaction between A and B, 
from the point of view of the framework that we have 
outlined above? Let us assume here that the true semantics 
of the utterance are available. In general, let us think of 
messages at the level of semantics, and not below that 
level. Now, we want to be able to describe social 
communications between A and B in terms of messages 
passed from A to B and from B to A, where each message 
sent from A to B is understood as an event caused by A 
that consists in the instantiation of certain semantics in the 
mind of B. More precisely, in terms of our formalism, we 
would like to think of a certain instance of a schema with a 
certain mental attitude in the mind of B (in addition, of 
course, it is natural to think that this process is reflected by 
awareness in the mind of A, etc.). 

For example, suppose that A, who is communicating to 
B, makes a statement of a fact P, e.g., “You are fat!”. Then 
B may represent P as an attitude of current awareness 
attributed to the current mental perspective of A (A-Now 
in the right box in Figure 7). This scenario implies that B 
trusts A, in this case at least. But then the story is still not 
complete. Not only B is aware that A is aware of P, but B 
is aware that A initiated a message to B about this instance 
of awareness. It probably should not be a mistake to 
consider each message passing event during social 
communication as a voluntary action. Therefore, B is 

aware that A has committed a speech act, which involves 
all the key elements of a voluntary action, e.g.: selection of 
an intent among feasible ideas, understanding the 
motivation, generation of expectations, evaluation of the 
expected impact from the point of view of the current 
working scenario, etc. (see above). As a minimal 
parsimonious interpretation, B may think that A was 
motivated by the desire to let B know that P, so that B 
could use this knowledge. This also implies an assumption 
that A thought that B was unaware of P, and so forth, not 
to mention the higher order Theory of Mind (B believes 
that A believes that B believes that A believes…). Now we 
see an exponentially growing complexity in multiple 
dimensions, even with a very simple example. 

The situation is similar when a statement of a fact P is 
replaced by a question Q (e.g., “What time is it?”) or a 
directive D (e.g., “Give me your valet!”). For example, if 
the semantics of D is an immediate action of B, then why 
should B perform (or not perform) the requested action? 
The answer could be given based on the standard voluntary 
action schema, if D would be an idea that came to the mind 
of B independently. On the contrary, we are talking about a 
situation when D has the definite source: A, and B is aware 
that not only A is the source of the idea of D, but in 
addition A has voluntarily communicated this idea to B. 
Therefore, on the one hand, an imaginary episode of B 
performing D apparently fits into the current (goal-
directed?) working scenario of A, and, moreover, A did not 
hesitate to tell this directive explicitly to B, while being 
aware that B may also think of D (independently of A) and 
has his or her own power to decide what to do. Now, B 
may consider at least three options: (1) to do D, (2) not to 
do D, or (3) to send a new message to A in response, 
before deciding on D. Suppose B decides (voluntarily) to 
do D. Should this be considered as a favor to A? Even in a 
situation when both A and B would benefit from B 
performing D (e.g., imagine that spouses A and B stopped 
in their car at a banking machine), should nevertheless D 
be considered a favor to A because A is pretending to be in 
charge, and B is pretending to obey? And so on. Note that 
there would be no such questions if D was injected by A 
into the mind of B using a masked priming technique or 
hypnosis. Social communication is different from other 
kinds of communication and involves a concept of a Self as 
a minimum of social competency. 

This situation that emerges even with a simplest 
directive D passed as a message in social communication is 
similar to a situation with a simplest question Q, e.g., 
“What time is it?” or with a simplest observation of a fact 
P, e.g. “You are fat!”. In conclusion, the resultant global 
picture appears too complicated even with simplest 
messages, if all implications need to be addressed. Then, 
what about messages referring to other mental 
perspectives, e.g.: “Remember what you told me 
yesterday?” Of course, it would be a mistake to think that 
all possible implications necessarily get elaborated and 
represented in the mind of each agent during social 
interaction. As with the limited span of awareness in 
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general, representations of social attitudes may be limited 
by some “magic numbers”. Within the limit, some key 
elements must be present in most cases. What are these key 
elements? We consider this question next. 

Reducing the problem to a simple schema 
Among the key elements that are likely (if not necessary) 
to be involved in any act of message passing during a 
social communication are the semantics of the message 
itself, the source agent and the recipient. We probably can 
agree that the barebone semantics of a message are well 
defined, if the message is represented by an instance of a 
schema that is available to both agents (yet the part of the 
semantics that place an instance of the schema into the 
right context cannot be dismissed: e.g., a question like 
“What time is it?” could be a matter of life and death, if A 
and B are strapped with explosives and have their hands on 
detonators). The next key element is the target mental 
perspective in which the semantics will be instantiated by 
an instance of the schema. For a simple message like 
“What time is it?” or “Give me your valet” this target 
perspective will be the current perspective of the source: 
He-Now or She-Now. As mentioned previously, other 
mental perspectives may be involved as well, in some 
cases with a necessity: this will be addressed below. 
Primarily though, an instance of a schema like “T the 
current time” (with a variable T in place of the value) will 
be attributed to the target She-Now (or He-Now). The next 
key element is the mental attitude of this instance. E.g., in 
the example “What time is it?” the attitude will be “desire-
to-know”. In the case “You are fat!” represented as 
fat you (i.e., an instance of the property “fat” bound to 
“you” that needs to be replaced with B) the attitude will be 
nil, i.e., “current, actual fact”. 

One element is still missing that has to do with the fact 
that a message passing event took place, and A voluntarily 
initiated the message. Messages in real life are not passed 
telepathically, although the above story as presented so far 
seems to be consistent with the idea of telepathy. On the 
contrary, it takes a behavioral motor action to say a 
sentence or to produce a written word, and this action 
almost under all circumstances is performed voluntarily. 
Of course, there is no need to represent an act of verbal 
communication as motor activity involving lips, tongue, 
etc. in a simple implementation of the architecture. Instead, 
an act of message passing may be described as an atomic 
event that results in the instantiation of the key mental 
attitude(s), and yet the fact that it is a voluntary action 
initiated by the source agent needs to be represented 
explicitly.  

Therefore, a schema of an act of message passing in 
social (not necessarily limited to verbal) communication 
must belong to the category of voluntary acts and may look 
as represented in Figure 8. This schema can be used for 
reasoning about (and production of) own utterances as well 
as for reasoning about messages received from partners. It 
contains the minimal key elements that are sufficient for 
elaboration (when necessary) of the whole complexity of 

mental representations associated with a dialogue (as 
indicated above), while at the same time it provides a 
means of limiting the number of representations without 
loss of the essential semantics. 

Figure 8. Schema of message passing in 
social communications. The primary effect of 
a message is the instantiation of the message 
content in the Target perspective in the 
recipient’s mind. The schema represents 
message passing as an event of the transition 
from a configuration {Target-previous, No 
message content} to the configuration 
{Target-now, Message content}: an event that 
is a voluntary action performed by the Source 
agent. Source and Target are references to 
mental states (instances of Self) to which the 
message content and the act of message 
passing are attributed. Complex messages 
may involve multiple target perspectives. 

As with any schema processing in our framework, the 
processing of the message passing schema (Figure 8) is 
done within one and the same mental state: all Theory-of-
Mind aspects in this case are captured by the attitudes of 
nodes. These attitudes allow the system to copy results into 
the appropriate mental states (creating them, if necessary) 
and to continue the processing of information there, should 
this become necessary for any reason. The bottom line is 
that with this schema (Figure 8), all the complexity of 
human-level message handling in communications can be 
reduced to a simple template. This central idea will be 
elaborated further elsewhere. 

Concluding Remarks 
In this work we have elaborated new details of the 
formalism of schemas that underlies our concept of a 
biologically-inspired cognitive architecture (Samsonovich 
and De Jong, 2005a) and presented examples of schemas, 
explaining how they solve specific cognitive problems in a 
virtual environment. The architecture presented here offers 
synergistic integration of symbolic and connectionist 
approaches.  Because of the lack of space, we did not 
review CLARION (Sun 2004) or ACT-R (Anderson and 
Lebiere 1998), both of which also claim to offer similar 
integrations.  It could be helpful to the reader to point that 
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our architecture, in contrast with others, offers integration 
at the top representational level, placing neuromorphic 
components at the center of the symbolic core. In our case, 
"top representational level" means that both symbolic and 
connectionist style representations are co-equals, unlike, 
eg, ACT-R and CLARION, where the sub-symbolic 
representations are lower-level than the symbolic ones. 

We proposed a hypothesis that there is a limited set of 
core cognitive abilities, such that, once implemented in an 
agent, they will allow this agent to grow cognitively and 
socially up to the human level of intelligence. We outlined 
our intuitive understanding of these key cognitive abilities 
and developed further an architecture that allows for their 
implementation. 

We illustrated by numerical examples how the proposed 
architecture will work in perception and understanding of 
sensory input, in conceiving and execution of voluntary 
actions, and in social interactions.  

We believe that social growth and therefore, according 
to our hypothesis stated in the Introduction, the core social 
competency, is the key to designing intelligent agents that 
are capable of autonomous cognitive growth up to a human 
level. While the task of defining what this core competency 
is may turn even more difficult than the implementation 
itself, one could effectively “solve” it by defining instead a 
set of cognitive tests and related metric criteria, such that 
passing them would be relatively easy for an average 
human subject and at the same time highly unlikely for a 
computational agent that does not possess the Core 
Cognitive Competency, regardless of its interface with the 
world. These tests and metrics could then successfully 
guide our future design of cognitive architectures and 
computational agents. On the other hand, there are 
examples of cognitive tests and metrics (e.g., the Turing 
test and its descendants: e.g., Korukonda, 2003) that have 
not resulted in a substantial advance of the state of the art 
in AI. Therefore, in order to design the tests, one needs to 
know specifically (intuitively rather than mathematically) 
what critical cognitive dimensions need to be captured.  

Therefore, in this work we gave a list of the key 
cognitive dimensions (sometimes called the “magic” of 
human cognition: i.e., the most general, higher human 
cognitive abilities that computers still cannot reproduce) 
that, in our view, a computational agent must have as an 
individual, independent of any social or environmental 
context, in order to be able to grow up.  

One problem with designing appropriate tests for 
cognitive architectures that specifically address the critical 
cognitive dimensions is that during the tests the agent must 
be able to show its true level of cognitive competency in a 
given environment, while its vision, NLP or motion skills 
should not become the bottleneck in the evaluation. How 
this condition can be achieved? We see one possibility: the 
appropriate semantics need to be injected into the agent. 
Based on this idea of finessing the input-output capabilities 
at an early stage of cognitive architecture design, we 
envision a successful scenario of incremental growth of an 
agent, from the cognitive core up to a sophisticated, 

complete end-to-end architecture, with the gradual addition 
of the input-output capabilities accompanied by a gradual 
increase of the realism and relaxation of restrictions in the 
virtual environment.  

Again, it is important to make sure that the agent has the 
minimal Core Cognitive Competency at the beginning of 
the process of development rather than to expect its 
emergence by the end of the growth process that is 
contingent on it. Accordingly, below we propose a sample 
set of cognitive tests and metrics that capture some of the 
‘magic’ of human cognition in a way that does not depend 
on human-level commonsense knowledge, human-level 
sensory-motor input-output or natural language 
capabilities. The proposed tests serve an illustrative 
purpose.  

Test A.  Assess the ability to simulate multiple mental 
perspectives, mental attitudes and states of mind, to infer 
relationships among agents based on their behavior, to 
understand intentions and goals of individual agents and a 
team based on their behavior. At this stage, events and 
objects will be entered into the architecture in a symbolic 
form, based on available innate concepts (schemas), and 
processed as atomic units. 

Test B.  Assess the higher-level social and 
communicational intelligence based on a specially 
designed language that will be used for communications 
with the architecture. In a simplest version, the language 
may consist of a limited number of enumerated sentences 
with a priori translated semantics (i.e., translated into the 
corresponding internal representations of concepts in the 
architecture). In a more complicated version, the language 
may consist of a limited vocabulary and a limited set of 
grammar rules that will not lead to an ambiguity during 
semantic interpretation of any grammatically correct 
sentence, so that the language-to-semantic conversion can 
be easily algorithmized. 

Test C.  Assess the cognitive growth ability, in 
particular, the ability to learn new concepts (schemas) 
based on generalization of limited experience and 
hypotheses testing, using an exploratory paradigm. The test 
will involve deliberate actions, e.g., controlled motion in 
an environment; however, the ability to control self-motion 
should not be a bottleneck. Therefore, the architecture will 
operate with macroscopic behavioral building blocks 
treated as atomic units, assuming their correct execution at 
the lower level. 
 We would like to conclude with the following general 
remark. Building intelligent systems that exhibit the 
“magic” of human cognition is a difficult, but probably the 
most interesting and critical challenge of our time. There 
are many possible views of this challenge, and there are 
many suggested approaches to its solution. In this paper 
one particular approach is presented that takes us one step 
closer to a robust, integrated computational cognitive 
framework. 



Acknowledgments 
The author is grateful to Dr. Kenneth A. De Jong, Dr. 
Giorgio A. Ascoli, Mr. Mark Coletti and Mr. Robert 
Lakatos for valuable discussions. This work is supported 
by the DARPA IPTO BICA Grant “An Integrated Self-
Aware Cognitive Architecture”. 

References 
Albus, J. S., and Meystel, A. M. 2001. Engineering of 
Mind: An Introduction to the Science of Intelligent 
Systems. New York: Wiley. 

Allen, J. Natural Language Understanding: Second 
Edition. Redwood City, CA: Benjamin/Cummings. 

Anderson, J.R., and Lebiere, C. 1998. The Atomic 
Components of Thought. Mahwah, NJ: Lawrence Erlbaum 
Associates. 

Baars, B. J. 1988. A Cognitive Theory of Consciousness.
Cambridge, MA: Cambridge UP. 

Baddeley, A. D. 1986. Working memory. Oxford: Oxford 
University Press. 

Damasio, A. R. 1999. The Feeling of What Happens: Body 
and Emotion in the Making of Consciousness. New York: 
Harcourt. 

Dragoni, A.F., Giorgini, P., and Serafini, L. 2002. Mental 
states recognition from communication. Journal of Logic 
and Computation, 12 (1): 119-136.  

Jurafsky, D., and Martin, J. H. 2000. Speech and Language 
Processing: An Introduction to Natural Language 
Processing, Computational Linguistics, and Speech 
Recognition. Upper Saddle River, NJ: Prentice Hall. 

Korukonda, A.R. 2002. Taking stock of Turing test: a 
review, analysis, and appraisal of issues surrounding 
thinking machines. International Journal of Human-
Computer Studies, 58: 240-257. 

Kurzweil, R. 1999. The Age of Spiritual Machines. New 
York: Penguin. 

Kurzweil, R. 2005. The Singularity Is Near: When Humans 
Transcend Biology. New York: Penguin. 

Laird, J. E., Rosenbloom, P. S., and Newell, A. 1986. 
Universal Subgoaling and Chunking: The Automatic 
Generation and Learning of Goal Hierarchies. Boston, 
MA: Kluwer. 

Lisman, J. E., and Idiart, M. A. P. 1995. Storage of 7±2 
short-term memories in oscillatory subcycles. Science 267: 
1512-1515. 

Miller, G. A. 1956. The magical number seven, plus or 
minus two: Some limits on our capacity for processing 
information. Psychological Review 63:81-97. 

Newell, A. 1990. Unified Theories of Cognition.
Cambridge, MA: Harvard University Press. 

O’Keefe, J., and Nadel, L. 1978. The Hippocampus as a 
Cognitive Map. New York: Clarendon. 

Ortiz, C.L. 1999. Introspective and elaborative processes in 
rational agents. Annals of Mathematics and Artificial 
Intelligence, 25: 1-34. 

Panzarasa, P., Jennings, N.R., and Norman, T.J. 2002. 
Formalizing collaborative decision making and practical 
reasoning in multi-agent systems. Journal of Logic and 
Computation 12 (1): 55-117. 

Perlis, D. 1997. Consciousness as self-function. Journal of 
Consciousness Studies 4(5/6):509-525. 

Quiroga, R. Q., Reddy, L., Kreiman, G., Koch, C., and 
Fried, I. 2005. Nature 435(7045):1102-1107. 

Samsonovich, A. 2000. Masked-priming 'Sally-Anne' test 
supports a simulationist view of human theory of mind. In 
Mel, B.W., & Sejnowski, T., eds. Proceedings of the 7th 
Joint Symposium on Neural Computation (vol. 10, pp. 104-
111). San Diego, CA: Institute for Neural Computation, 
UCSD. 

Samsonovich, A., and Ascoli, G. A. 2002. Towards virtual 
brains. In Ascoli, G. A. ed. Computational Neuroanatomy: 
Principles and Methods, 423-434. Totowa, NJ: Humana. 

Samsonovich, A. V., and Ascoli, G. A. 2005a. A simple 
neural network model of the hippocampus suggesting its 
pathfinding role in episodic memory retrieval, Learning 
and Memory, vol. 12, pp. 193-208. 

Samsonovich, A. V., and Ascoli, G. A. 2005b. The 
conscious self: Ontology, epistemology and the mirror 
quest. Cortex 41(5):621-636. 

Samsonovich, A. V., Ascoli, G. A., and De Jong, K. A. 
2006a. Human-level psychometrics for cognitive 
architectures. In Proceedings of the International 
Conference on Development and Learning, ICDL5.
Bloomington, IN. Forthcoming. 

Samsonovich, A. V., Ascoli, G. A., and De Jong, K. A. 
2006b. Computational assessment of the 'magic' of human 
cognition. In Proceedings of the International Joint 
Conference on Neural Networks IJCNN-2006. Vancouver, 
BC. Forthcoming. 

Samsonovich, A. V., and De Jong, K. A. 2002. General-
purpose meta-cognitive systems: From philosophical ideas 
to a computational framework. Artificial Intelligence - 
Ukraine 2002(4):67-73. 

Samsonovich, A. V., and De Jong, K. A. 2003. Meta-
cognitive architecture for team agents. In Alterman, R., and 
Kirsh, D. eds. Proceedings of the 25th Annual Meeting of 
the Cognitive Science Society (CogSci2003) 1029-1034. 
Boston, MA: Cognitive Science Society. 



Samsonovich, A. V., and De Jong, K. A., 2005a. Designing 
a self-aware neuromorphic hybrid. AAAI-05 Workshop on 
Modular Construction of Human-Like Intelligence: AAAI 
Technical Report, vol. WS-05-08, K. R. Thorisson, H. 
Vilhjalmsson, and S. Marsela, Eds. Menlo Park, CA: 
AAAI Press, pp. 71-78. 

Samsonovich, A. V., and De Jong, K. A., 2005b. A 
general-purpose computational model of the conscious 
mind. In Proceedings of the Sixth International Conference 
on Cognitive Modeling, M. Lovett, C. Schunn, C. Lebiere, 
and P. Munro, Eds. Mahwah, NJ: Erlbaum, pp. 382-383. 

Samsonovich, A. V., and Nadel, L. 2005. Fundamental 
principles and mechanisms of the conscious self. Cortex,
vol. 41, pp. 669-689, 2005. 

Slotnik, S.D., and Yantis, S. 2005. Common neural 
substrates for the control and effects of visual attention and 
perceptual bistability. Cognitive Brain Research, 24: 98-
108. 

Sun, R. 2004. The CLARION cognitive architecture: 
Extending cognitive modeling to social simulation. In: Ron 
Sun (Ed.), Cognition and Multi-Agent Interaction.
Cambridge University Press: New York. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 2
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


