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Abstract

We consider a novel use of mostly-correct reactive policies.
In classical planning, reactive policy learning approaches
could find good policies from solved trajectories of small
problems and such policies have been successfully applied
to larger problems of the target domains. Often, due to the
inductive nature, the learned reactive policies are mostly cor-
rect but commit errors on some portion of the states. Discrep-
ancy search has been developed to explore the structure of the
heuristic function when it is mostly-correct. In this paper, to
improve the performance of machine learned reactive poli-
cies, we propose to use such policies in discrepancy search.
In our experiments on benchmark planning domains, our pro-
posed approach is effective in improving the performance of
the machine learned reactive policies. The proposed approach
outperformed the policy rollout with the learned policies as
well as the machine learned policies themselves. As an exten-
sion, we consider using reactive policies in heuristic search.
During a node expansion in a heuristic search, we added to
the search queue all the states that occur along the trajectory
of the given policy from the node. Experiments show that
this approach greatly improves the performance of heuristic
search on benchmark planning domains.

Introduction

Discrepancy search has been proposed and developed in
search community (Harvey & Ginsberg 1995; Korf 1996;
Walsh 1997). For some search domains, good heuristic func-
tions can be defined and one can bound the search space
with number of violations on the defined heuristic function,
or discrepancies. When the heuristic function is good and
mostly correct, discrepancy search (DS) with small number
of discrepancies can be highly efficient, as shown in (Harvey
& Ginsberg 1995; Korf 1996; Walsh 1997). In planning, best
first search or (enforced) hill-climbing search (Hoffmann &
Nebel 2001) have been applied successfully with the auto-
matically calculated heuristics. But as reported by (Bonet &
Geffner 1999), some other searches like discrepancy search
did not produce good results partly because the heuristic, au-
tomatically calculated from problem and domain definition,

*Many of the ideas in this paper derive from joint work with Robert
Givan
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is not accurate enough. ! Although automatically calculated
heuristic may not guide the search well for all the planning
domains, it seems that fast enumeration of state space and
fast calculation of such heuristics is more important than
time-consuming and potentially more accurate heuristics, as
can be seen in the results of recent planning competitions.

In planning, policy learning approach has been success-
ful. From sampled solutions of small problems of the tar-
get planning domain, machine learning can find good poli-
cies that can work well on larger and unseen problems of
the target domain (Khardon 1999; Martin & Geffner 2000;
Yoon, Fern, & Givan 2002). Due to the inductive nature
of machine learning, machine generated policies tend to be
faulty (Yoon, Fern, & Givan 2002; Fern, Yoon, & Givan
2003). Such a policy is mostly-correct, suggesting good ac-
tions most of the time, but fails to do that on some portion
of the states.

To use such mostly-correct machine learned polices effi-
ciently, we propose to use discrepancy search with the ma-
chine learned policies. Discrepancy search is effective when
the input heuristic function or the policy is mostly-correct
and machine learned policies are good fit for discrepancy
search technique. Typically Policy rollout (Bertsekas &
Tsitsiklis 1996) is used to improve such mostly-correct poli-
cies. One-step look ahead policy can sometimes drastically
improve the performance of the given policy. But, when the
reward is only at a goal state like a planning problem, and
the given policy commits multiple errors along the rollout
trajectories, policy rollout may not be able to improve on
the given policy. Multi-level policy rollout (Xiang Yan &
Van Roy 2004) alleviates such weakness by looking ahead
multiple states, but when the error distribution of the given
policy is even across the whole rollout trajectories, rather
than dense on the initial part of the trajectories, then multi-
level policy rollout still may not be able to improve the per-
formance of the given policy.

In our experiments, on benchmark planning domains, we
empirically show that discrepancy search is a better fit in us-
ing machine learned policies than policy rollout technique
as well as machine learned polices themselves. We also ex-

!(McDermott 1996) reported that in some cases DS produced
good results, but the result is not generalized to recent planning
domains yet.



tend the use of reactive policy in search to heuristic search.
In expanding a node or a state in the heuristic search, we add
to the search queue the states that occur along the machine
learned reactive policy trajectory from the state. Our exper-
iments show that the performance of the heuristic search is
much improved with the use of machine learned policies in
expanding a node. Note that the heuristic search itself was
the provider of the training data for the input policies.

Discrepancy Search

Discrepancy search (DS) (Harvey & Ginsberg 1995) gives
depth or cost to the choices (discrepancies) that are against
the defined heuristic function. In a search, heuristic function
can be used in selecting a child node among the children of a
node or ordering the children nodes. In limited discrepancy
search (LDS), the focus is on discrepancies where a node is
“not” favored by the heuristic function. The search process
investigates all the nodes that can be searched with less than
some predefined number of discrepancies, starting from the
root node. So, if the heuristic function is wrong on n times
along the successful traversal of the search tree, limit n dis-
crepancy search will find a solution.

Figure 1: An Example of Discrepancy Search: Thin edges
in the figure represent discrepancies. The goal is at depth
3 and is in discrepancy 1 from the root node with the cur-
rent heuristic function. Greedy heuristic search needs many
backtracks from the leaf nodes. Plain DFS or BFS search
needs 14 nodes and Discrepancy limit 1 search only needs 9
nodes before they reach the goal node.

Figure 1 shows an example of discrepancy search (DS).
The thick lines (paths) are choices favored by the heuristic
function for the search tree and the thin lines are discrep-
ancies. Each node is described as a rectangle box and the
numbers inside the boxes are the number of discrepancies
needed to reach those nodes. Consider the depth of the goal
in the search tree and the number of discrepancies needed to
reach the goal node from the root node. As can be seen in
the figure 1, the goal node is in depth 3 and discrepancy 1
from the root node. Plain DFS or BFS search will need more
time than limit 1 discrepancy search here. DFS and BFS
need to visit 14 nodes before reaching the goal, while dis-
crepancy search with limit 1 will find the goal after 9 nodes
search. Greedy heuristic search on this tree needs to back-
track many times before it reaches the goal node. Note that
these definitions of the discrepancies depend on the heuristic
function.

In planning, DS has been attempted in (Bonet & Geffner
1999; McDermott 1996). (Bonet & Geffner 1999) re-
ported that the result was not successful compared to best
first search. While in search community, human provided
mostly-correct heuristic can be used, in planning, search re-
sorts to the automatically calculated heuristics. Although
the recent development in automated heuristic calculation is
good in many planning domains and led the performance
improvement over past planning approaches, the automated
heuristic is not suitable for DS, because it is not mostly-
correct in many domains. As reported in (Hoffmann 2005),
in most planning domains, and in many of the states, heuris-
tics calculated from relaxed plans does not guide the search
well, means that there are many faulty choices or no choice.

Learning to Improve Search in Planning

To improve the search performance in planning, researchers
in classical planning have long studied techniques for ap-
plying machine learning to planning. For a collection and
survey of works on “learning for planning domains” see
(Minton 1993; Zimmerman & Kambhampati 2003). Two
primary approaches are to learn domain-specific control
rules for guiding search-based planners e.g., (Minton et al.
1989; Veloso et al. 1995; Estlin & Mooney 1996; Huang,
Selman, & Kautz 2000; Ambite, Knoblock, & Minton 2000;
Aler, Borrajo, & Isasi 2002), and, more closely related,
to learn domain-specific reactive control policies (Khardon
1999; Martin & Geffner 2000; Yoon, Fern, & Givan 2002).
The former ones try to prune out bad action choices restrict-
ing preconditions of actions beyond the specified definitions,
while the latter ones map a state to a action choice directly.
The latter ones, learning reactive control rules, have been
successful, but they did not focus on improving the search
but on improving the performance of the planning. As far as
we know, the reactive control rules have rarely been used in
search context and there was little effort to improve search
using reactive control policy.

In this paper, we will try to improve search using reactive
policies and at the same time, we attempt to enhance the
performances of reactive policies using search.

Reactive Policy

Several research has shown that (Khardon 1999; Martin &
Geffner 2000; Yoon, Fern, & Givan 2002; 2005), good re-
active policies can be represented and learned for some
Al planning domains. These approaches used decision
list in representing policies and we will use Taxonomic
(McAllester & Givan 1993) decision list in representing our
policies.

Taxonomic Decision List Policy

In this paper we will use taxonomic decision list policy
learning system. We represent reactive policy as a list of
rules and each rule is a set of constraints on the arguments
of the target action. The syntax for the decision list is the



following.

DL = {ruley,...,rule,}

rulei = Az : Li17 .. wLim

Lij = T; € Cj

A policy DL consists of ordered rules. The earliest rule

that can be fired in the current state will be fired. Each rule
rule; consists of an action type A; and a set of constraints
on each argument of the action type. Each constraint L;; is
specified by the concept expression C'; which constrains the
jth argument of the action type. So, the rule can be fired if
there is an applicable action, arguments of which are in the
corresponding sets of the classes or concepts defined as C}.
The syntax for the concepts is the following.

C = Cy|athing|CNC|-C|a;
(R Cl---Ci—l * Ci+1~--cn(R))

Please refer (Yoon, Fern, & Givan 2002; 2006) for the de-
tailed specification of the syntax and semantics. Note that
this syntax automatically derives from predicate and action
symbols of the target planning domain. No human effort is
needed in deriving the concept expressions.

Learning Reactive Policies

In this paper, we learn reactive policies from solved plans.
The algorithm is the similar to the one we used in (Yoon,
Fern, & Givan 2002). During the learning, we enumer-
ate basic concepts and constraints, and greedily increase
the constraints using the beam-search. The learning heuris-
tic is designed to favor constraints that only cover se-
lected actions in the solved plans and that do not cover
other actions. As shown in (Yoon, Fern, & Givan 2005;
2002), it is good to have all the good actions labeled along
the solved plans, to get good policies or good classifiers.
Still, without all good actions labeled in a state, the learn-
ing algorithm found useful policies as we reported in (Yoon,
Fern, & Givan 2005). In the experiments section of this pa-
per, we have used the learned policies reported in (Yoon,
Fern, & Givan 2005).

Using Reactive Policies

Suppose the learning system of (Yoon, Fern, & Givan 2005)
found a reactive policy 7 for some planning domain D and
the policy is mostly-good but commits some errors on some
states. If we apply the policy 7 on the problems of D as it
is, we might get some failure due to the error of 7 on some
states.

One step look ahead policy rollout (Bertsekas & Tsitsiklis
1996) technique may improve the performance of the pol-
icy. Policy rollout sequentially selects actions that are the
best according to the one-step lookahead policy evaluations
of the given policy. When the domain is goal-directed and
the given policy commits multiple errors during rollouts, the
one-step lookahead will return all failures and will not help
improving the performance of the policy. Multi-level pol-
icy rollout can be an alternative solution if the errors of the
policy occurs only at the initial few steps of the rollouts but
typically the error distribution is sporadic across rollout tra-
jectories. To fix such a problem, we would like to search

around the states along the trajectory produced by the pol-
icy.

Discrepancy Search with Reactive Policies

In this paper, we would like to use reactive policies in dis-
crepancy search in place of heuristic function. Discrepancy
search can efficiently exploit the structure of the heuristic
function by assuming some faults of the heuristic function
along the search tree and search the paths that are not fa-
vored by the heuristic function. Here we propose to do dis-
crepancy search with mostly-correct reactive policies.

Consider a stochastic policy 7. Define p(m, s, n) to be the
probability that the policy m moves from state s to n in a
step. If the policy 7 is deterministic, p(m, s,n) = 1, if ©
selects the move or the action in s to n and p(m, s,n’) = 0
for all the other neighbor states from s.

Then we assign weight on moving from state s to n with
the policy =, as 1 - p(m, s,n) + ¢, where € > 0. See fig-
ure 2. When it is likely that 7 move from state s to n
then (p(m, s,n) close to 1), the assign-weight will assign low
weight for that move, and if it is unlikely that 7 move from
state s to n then (p(m, s,n) close to 0), the assign-weight
will assign high weight for that move. In any case the func-
tion will assign positive weight due to the parameter €.

Let us then, define node expansion of the search as adding
nodes that are within weight (or discrepancy) 1 from the
node being expanded. Note that due to the weight consider-
ation, this node expansion will consider states that are multi-
ple steps or actions away from the the node being expanded,
especially those favored by the given policy. See the figure
2 for the Neighbors function.

As a result of these definitions, when a search node is
expanded, we not only add the neighbors of the node, but
also many states that occur along the trajectory caused by the
reactive policy. These states are multiple steps away from
the node and this will make the search consider states that
are deeper location in the search tree.

Suppose the reactive policy has n faulty choices compared
to a good trajectory. Then with this search scheme and with
limit n DS, the search will find a goal, even with such a
faulty policy. Note that without such a policy, the general
search depth needed to find a goal is the length of the suc-
cessful trajectory !, which will be much costlier than DS
with n limit, since usually [ >> n. Also, note that using
the policy as it is may not find a goal.

Our algorithm for Discrepancy Search with Reactive Poli-
cies is in figure 2. The algorithm searches all the states that
are within the given discrepancy (or weight) limit and fin-
ishes when a goal is found or the state space is exhausted.
The ordering of the states in the queue can follow the typical
search approaches like BFS, DFS or heuristic search. The
top level search is no different than usual search. The dif-
ference lies in the Neighbor function, which typically enu-
merates neighboring states but, in our algorithm, the neigh-
bors are extended by the weighted path connection of the
given policy. Note also that usually reactive policy is faster
in calculation than heuristic function based calculation for
the action choices. To accommodate stochastic policies, the



Discrepanc Sy -Search (S, 7, D)
// problem S, reactive pohcy m, discrepancy limit D.

Q < {(S,0)} : Search Queue
s« first(Q)
repeat until solved(first(s))
Neighbors(s, 7, 0)
if Q == NULL
Return Fail
s « first(Q)
Return Plan(s)

Neighbors (s, 7, d)

if second(s) > D return

if d > 1 return

N — Next-States(first(s))

for-each nin N
w «— assign-weight(s, n, 7)
Q@ — add(Q, (n, w + second(s))
Neighbors((n, w + second(n)), m, d + w)

assign-weight (s',n, ) /lexample assign weight
function
return 1 — p(m,s',n) + ¢

Figure 2: Discrepancy Search with Reactive Policies: The
algorithm searches with the given policy 7 on the problem
S. It uses a predefined cost € to limit the search depth of the
paths following the given policy.

assign-weight function is introduced and we just show an ex-
ample function that can work as an assign-weight function.
Investigating the use of logarithmic cost of the stochastic
policy, instead of assign-weight function is in our agenda
for future research.

Experiments
Discrepancy Search with Reactive Policies

To test the performance of discrepancy search with reactive
policies, we conducted experiments on 2 benchmark plan-
ning domains, Blocksworld and Driverlog. We randomly
selected a policy learned in the (Yoon, Fern, & Givan 2005)
then we compared the performance of the policy in 3 tech-
niques, policy as it is, rollout policy and discrepancy search
with the policy. The figure 3 contains the performance
of each technique on the corresponding planning domains.
Column labeled P shows the success ratio (SR) of the policy
as it is. The success ratio here is measured as the number of
solved problems in 100 randomly generated problems. Col-
umn labeled PR shows the SR of rollout policy. Column
labeled DS(n) shows the SR of discrepancy search with the
policy, where we limit the size of the discrepancy to n. We
used 0.01 for € and we aligned the search queue @) of dis-
crepancy search in a DFS style.

For Blocksworld, we used 20 blocks problems and for
Driverlog, we used 3 links, 4 drivers, 4 trucks and 8 pack-

age problems. As indicated in the figure 3, the rollout pol-
icy does not improve the performance of the faulty reactive
policy. The faulty selection of actions happens sporadically
across the trajectory, and the rollout policy does not cure
these faults. Rather the discrepancy search cures the faulty
choices of the policy and improve the performance. In se-
lecting actions from rollout results, we select actions ran-
domly when there is a tie in rollout results. The results of
PR can be similar to DS(1) if we let the rollout policy choose
the action selected by the policy, when there is a tie in roll-
out results. When there is multiple faults in the trajectory
incurred by the given policy, policy rollout may not be able
to fix those faults. Comparing results of multilevel rollout
PR(n) with DS(n) is in our future research agenda.

Domains P PR DS(1) DS(2) DS(4)
Blocksworld 0.7 0.7 0.8 0.9 1
Driverlog 0.4 0.4 0.7 0.8 1

Figure 3: Using Reactive Policies: Compared to the perfor-
mance of the reactive policy as it is (P) or policy rollout of
the policy (PR), discrepancy search with the policy (DS(n))
performs better.

Reactive Policies in Heuristic Search

For the Driverlog domain in the previous experiments, the
size of the problems is not as large as the problems in the
third international planning competition. The randomly cho-
sen policy used in the figure 3 selects many poor actions in
solving larger problems in the competition and the DS with
it could not find any solution with small discrepancy limit.
Since the heuristic based forward search is used in the state
of the art planners, in this second experiment, we used the
policy in the heuristic search. In this experiment, we used
the FF system (Hoffmann & Nebel 2001) and added the pol-
icy in its node expansion part. We defined node expansion
as adding nodes in discrepancy (or weight) limit 1 from the
node being expanded with respect to the given reactive pol-
icy, and we can directly use the Neighbor function in the
figure 2. There can be two potential advantages in using a
reactive policy in heuristic based search. First, if the reactive
policy is consistent with the heuristic search then it will help
reducing the heuristic calculation time and the planning pro-
cess can finish faster. Note that typically a reactive policy
calculation is faster than heuristic calculation of each neigh-
bor of the state and selecting the best neighbor according
to the heuristic. Second, when the heuristic search is stuck
in a local minimum, and if the reactive policy is orthogonal
to the heuristic or is helpful in escaping the local minimum,
then the combination of the reactive policy with the heuristic
search can guide the bailout process, and will result in better
success ratio on testing problems.

Figure 4 shows the performance of reactive policy in
heuristic search. Here we attempted to solve 20 problems of
Driverlog domain in the third international planning compe-
tition and we also attempted to solve 20 randomly generated
problems of 20 blocks in the Blocksworld domain. The CPU
time limit was 30 minutes. We used a Linux box with a 2.8



Domains FF | FF+P
Blocksworld | 18 20
Driverlog 16 19

Figure 4: Using Reactive Policies in Heuristic Search: Com-
pared to the heuristic search, heuristic search with the reac-
tive policy performs better. The policy was learned from the
heuristic search.

Intel Xeon Processor and 2 Gig RAM. The column named
FF shows the number of problems solved by FF and the col-
umn named FF + P shows the number of problems solved
by the heuristic search of FF with the learned reactive pol-
icy. In both of the domains, the usage of the policy helps.
This result is interesting, considering the policy itself is not
perfect. Though it is preliminary to conclude with these sets
of experiments, it seems that using reactive policies in search
helps in at least two forms, discrepancy search with reactive
policies and reactive policies in heuristic search.

Conclusion and Future Works

We have shown empirically that at least for deterministic
planning domains, discrepancy search is a better fit in using
machine learned mostly-correct policies than policy rollout
technique. We also have shown that heuristic search can be
benefited by using machine learned policies in expanding
the nodes during the search. We will continue the research
on more various and recent planning domains and we are
seeking expansion of the current work on stochastic plan-
ning domains.

Acknowledgement

I would like to thank Alan Fern for the helpful discussions
on this paper.

References

Aler, R.; Borrajo, D.; and Isasi, P. 2002. Using genetic
programming to learn and improve control knowledge. AILJ
141(1-2):29-56.

Ambite, J. L.; Knoblock, C. A.; and Minton, S. 2000.
Learning plan rewriting rules. In Artificial Intelligence
Planning Systems, 3—12.

Bertsekas, D. P., and Tsitsiklis, J. N. 1996. Neuro-Dynamic
Programming. Athena Scientific.

Bonet, B., and Geffner, H. 1999. Planning as heuristic
search: New results. In ECP, 360-372.

Estlin, T. A., and Mooney, R. J. 1996. Multi-strategy learn-
ing of search control for partial-order planning. In AAAL
Fern, A.; Yoon, S.; and Givan, R. 2003. Approximate
policy iteration with a policy language bias. In Proceedings
of the 16th Conference on Advances in Neural Information
Processing.

Harvey, W. D., and Ginsberg, M. L. 1995. Limited dis-
crepancy search. In Mellish, C. S., ed., Proceedings of the

Fourteenth International Joint Conference on Artificial In-
telligence (IJCAI-95); Vol. 1, 607-615. Montréal, Québec,
Canada: Morgan Kaufmann, 1995.

Hoffmann, J., and Nebel, B. 2001. The FF planning sys-
tem: Fast plan generation through heuristic search. JAIR
14:263-302.

Hoffmann, J. 2005. Where ignoring delete lists works:
Local search topology in planning benchmarks. JAIR.
Huang, Y.-C.; Selman, B.; and Kautz, H. 2000. Learning
declarative control rules for constraint-based planning. In
ICML, 415-422.

Khardon, R. 1999. Learning action strategies for planning
domains. AIJ 113(1-2):125-148.

Korf, R. E. 1996. Improved limited discrepancy search. In
AAAI/IAAL Vol. 1, 286-291.

Martin, M., and Geffner, H. 2000. Learning generalized
policies in planning domains using concept languages. In
KRR.

McAllester, D., and Givan, R. 1993. Taxonomic syntax for
first-order inference. Journal of the ACM 40:246-283.

McDermott, D. 1996. A heuristic estimator for means ends
analysis in planning. In Drabble, B., ed., Proceedings of

the 3rd International Conference on Artificial Intelligence
Planning Systems (AIPS-96), 142-149. AAAI Press.
Minton, S.; Carbonell, J.; Knoblock, C. A.; Kuokka, D. R.;
Etzioni, O.; and Gil, Y. 1989. Explanation-based learning:
A problem solving perspective. AlJ 40:63-118.

Minton, S., ed. 1993. Machine Learning Methods for Plan-
ning. Morgan Kaufmann Publishers.

Veloso, M.; Carbonell, J.; Perez, A.; Borrajo, D.; Fink, E.;
and Blythe, J. 1995. Integrating planning and learning:
The PRODIGY architecture. Journal of Experimental and
Theoretical AI'7(1).

Walsh, T. 1997. Depth-bounded discrepancy search. In
IJCAI, 1388-1395.

Xiang Yan, Persi Diaconis, P. R., and Van Roy, B. 2004.
Solitaire: Man versus machine. In NIPS.

Yoon, S.; Fern, A.; and Givan, R. 2002. Inductive policy
selection for first-order MDPs. In UAI

Yoon, S.; Fern, A.; and Givan, R. 2005. Learning measures
of progress for planning domains. In AAAL

Yoon, S.; Fern, A.; and Givan, R. 2006. Learning heuristic
functions from relaxed plans. In ICAPS.

Zimmerman, T., and Kambhampati, S. 2003. Learning-

assisted automated planning: Looking back, taking stock,
going forward. Al Magazine 24(2)(2):73-96.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 2
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


