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Abstract
For several evaluation metrics for classification problems,
correctly classifying an additional point from one class will
have a different effect on the value of the evaluation metric
compared to correctly classifying an additional point from
another class. In this paper, we describe a method for quanti-
fying these effects based on “ metric skew”. After describing
how to find the skew for each class given a particular evalua-
tion metric, we show what the skews are for several common
evaluation metrics. In particular, we show that these skews
provide a new viewpoint on metrics from which previously
known as well as new properties about several popular met-
rics can be observed.

Introduction
Many evaluation metrics used to analyze the results in clas-
sification problems do not weight classifications from all
classes equally. The most obvious example of this are evalu-
ation metrics used in cost-sensitive learning which specif-
ically take disparate misclassification costs into account.
However, several metrics that do not use misclassification
costs are also not symmetric with respect to the effect of
correctly classifying points from different classes. Table ??
illustrates a simple example where this is true for a variety
of common evaluation metrics. We look at the values of the
metrics on two related two-class problems. In both cases,
the number of points in the positive and negative classes are
both equal to 100. In case 1, the number of true positives
is 80 while the number of true negatives is 50; in case 2,
the opposite is true: the number of true positives is 50 while
the number of true negatives is 80. Note that only accuracy
is equal in both cases, while for all other metrics, there is
clearly a different effect due to misclassifications in the pos-
itive versus the negative class.

Several authors have noted that many evaluation metrics
do not weight misclassification costs equally (e.g., (?)). In
this paper, we introduce a framework for analyzing evalu-
ation metrics that quantifies the impact of correctly classi-
fying samples from each class. We then apply the frame-
work to a number of common metrics. We show that our
framework provides a new viewpoint on several known and
previously unknown properties about metrics.
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Table 1: A simple example of asymmetry

Metric Case 1 Case 2
accuracy 0.65 0.65
precision 0.62 0.71
recall 0.80 0.50
f1-measure 0.70 0.59

A note on notation: We will use lower-case letters for
scalars and bold lower-case letters for functions. df

dx denotes
the derivative of a function f with respect to x while ∂g

∂x de-
notes the partial derivative of a function g with respect to x.
For two-class problems, let constants n+ and n− represent
the number of points in the positive and negative classes, re-
spectively, and let n = n+ + n− represent the total number
of data points being evaluated. Let ntp represent the cur-
rent number of true positives and ntn represent the current
number of true negatives. Similarly, nfp and nfn will refer
to the number of false positives and false negatives, respec-
tively; note that, nfn = n+ − ntp and nfp = n− − ntn,
so any equations with ntp, ntn, nfp, and nfn can be writ-
ten in terms of only ntp, ntn, and constants n, n+, and n−
for a given problem. For the multi-class case, k represents
the number of classes, nj represents the number of points
from the jth class, nj

tp is the number of correctly classified
points in class j and nj

fp is the number of points incorrectly
classified as class j.

Background on Evaluation Metrics
A number of popular evaluation metrics have been intro-
duced in the past for analyzing the predictions of classifica-
tion algorithms. Below, we describe several common met-
rics analyzed in this paper.

Total cost and variants
If misclassification costs are known, a useful evaluation met-
ric is the total misclassification cost. Here, we discuss the
case where there is a fixed misclassification cost for mis-
classifying a point from class i as a point from class j (?).

For a two-class problem, let the cost of making a false
positive be denoted as cfp and similarly for true positives
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(ctp), true negatives (ctn), and false negatives (cfn). Then
the total cost is defined as 1:

mtotalcost(ntp, ntn) = ctpntp + ctnntn (1)
+cfnnfn + cfpnfp

In practice, ctp and ctn are often set to zero so as not to
penalize the classifier for correct decisions. cfp and cfn are
also normalized by cfp such that costs c′fp and c′fn are used,
where c′fp = 1 and c′fn = cfn

cfp
. In this case, equation ?? can

be rewritten as:

m′
totalcost(ntp, ntn) = c′fnnfn + nfp (2)

= c′fn(n+ − ntp) + n− − ntn

Note that if equation ?? is divided by n, then we get the
expected cost. In addition, if c′fn = 1, then the expected
cost becomes 1 minus the average accuracy of the classifier.

ROC and AUC
A ROC (receiver operating characteristic) curve can be
thought of as a graphical metric used to evaluate classifiers.
The horizontal axis is used to plot the false positive rate
( nfp

n− ) assigned by a particular classifier setting and the verti-
cal axis is used to plot the true positive rate ( ntp

n+
) at the same

classifier setting.
A convenient way of comparing ROC curves is the area

under the curve (AUC), an aptly named numerical metric
obtained by finding the area under the ROC curve. In prac-
tice, since only certain points on the ROC curve are found
empirically, the AUC can be conveniently calculated using
the trapezoid rule.

We define AUC as follows in order to analyze AUC for
a single value of ntp and ntn. Note that the current values
of ntp and ntn only affect one part of the ROC curve. Let
(ntp1, ntn1) be the point on the ROC curve immediately to
the left of (ntp, ntn) and let (ntp2, ntn2) be the point imme-
diately to the right of (ntp, ntn) on the ROC curve. Then,
using the trapezoid rule, the contribution to total AUC based
on the current point (ntp, ntn) and its two immediate neigh-
bors is given by:

mpAUC(ntp, ntn) = (3)
1
2
(
ntn1

n− − ntn

n− )(
ntp

n+
+

ntp1

n+
)

+
1
2
(
ntn

n− − ntn2

n− )(
ntp

n+
+

ntp2

n+
)

where the subscript “pAUC” is meant to highlight the fact
that this only calculates part of the total AUC.

Note that the ROC curve always includes the two trivial
classifiers that always predict the negative class or always
predict the positive class. Thus, a trivial three-point ROC
curve can be created for any single value of (ntn, ntp) by
letting (ntp1, ntn1) = (0, n−) and (ntp2, ntn2) = (n+, 0).
In addition, for the trivial three-point ROC curve, mpAUC

is equal to the AUC of the entire ROC curve.
1Note that defining cost in terms of ntp and ntn instead of nfn

and nfp is somewhat unnatural; we do this such that all metrics are
defined as functions of the same variables

Precision, recall, and variants
For a two-class problem, precision and recall are defined as
follows:

mprecision(ntp, ntn) =
ntp

ntp + nfp
(4)

=
ntp

n− + ntp − ntn

mrecall(ntp, ntn) =
ntp

ntp + nfn
=

ntp

n+
(5)

Since it is convenient to look at a single metric instead of
two separate metrics, precision and recall have been com-
bined in a number of ways. One popular method is the f1-
measure, the harmonic mean of precision and recall, which
is equal to:

mf1−measure(ntp, ntn) =
2 ∗ ntp

n + ntp − ntn
(6)

Another method of combining precision and recall is to
take the geometric mean.

To extend precision and recall for multi-class problems,
either the microaverage or macroaverage can be used. The
microaveraged recall is defined as:

mmic.rec. =

∑k
j=1 nj

tp
∑k

j=1 nj
(7)

while macroaveraged recall is defined as:

mmac.rec. =
1
k

k∑

j=1

nj
tp

nj
(8)

Similarly, microaveraged precision is defined as:

mmic.prec. =

∑k
j=1 nj

tp∑k
j=1 nj

tp +
∑k

j=1 nj
fp

(9)

while the macroaveraged precision is defined as:

mmac.prec. =
1
k

k∑

j=1

nj
tp

nj
tp + nj

fp

(10)

Metric Skew
In this section, we present our approach for determining the
effect of classifying an additional point from a specific class
on the value of an evaluation metric. The method is straight-
forward and simple, and involves finding the derivative of a
metric m with respect to changes in the number of correctly
classified instances from that class.

Let us begin by looking at the simplest possible case: a
two-class problem. In order to determine how much the met-
ric will change if we add an additional h true positives or h
true negatives, we can define the following delta functions:

δ+(ntp, ntn, h) =
m(ntp + h, ntn) − m(ntp, ntn)

h
(11)
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and

δ−(ntp, ntn, h) =
m(ntp, ntn + h) − m(ntp, ntn)

h
(12)

where m(ntp, ntn) is the value of some evaluation met-
ric m given ntp and ntn. Thus, a metric will change by
δ+(ntp, ntn, 1) if the number of true positives is increased
by 1 and will change by δ−(ntp, ntn, 1) if the number of
true negatives is increased by 1.

If we take the limit of δ+(ntp, ntn, h) as h approaches
0, we get the derivative of the metric with respect to ntp.
We denote this derivative as ∂m

∂ntp
. Similarly, ∂m

∂ntn
is equal

to the limit of δ−(ntp, ntn, h) as h approaches 0. Note that
this method can be easily extended to the general multi-class
case by computing the derivatives of the metric with respect
to the number of points correctly classified in each class.

Let us define the skew of a metric towards the jth class
as ∂m

∂nj
tp

. For the special two-class case, we call the deriva-

tives ∂m
∂ntp

and ∂m
∂ntn

the metric skew towards the positive
and negative classes, respectively. We use the term “skew”
for a number of reasons. The first is to avoid confusion with
other potential names, such as cost or bias, which are already
commonly used for other purposes. The second is that the
term “skew” has the connotation of a slant or bias towards a
particular direction. A third reason is its connection with a
quantity known as the effective skew ratio (?) which we will
describe in more detail below.

First, however, let us define the skew ratio of a metric for
two-class problems. Let the skew ratio be defined as the
skew towards the positive class divided by the skew to-
wards the negative class (i.e., skew ratio= ∂m/∂ntp

∂m/∂ntn
). If

the skew ratio is greater than one, then increasing the num-
ber of true positives will increase the value of the metric
more than increasing the number of true negatives; that is,
the metric is skewed towards the positive class. The skew
ratio is a convenient quantity when looking at metric skews
in two-class problems. However, while metric skews can
be defined for multi-class problems, the skew ratio cannot.
For multi-class problems, we must compare individual met-
ric skews against each other (we will show an example of
this for micro/macro averaged precision/recall).

In (?), a quantity known as the effective skew ratio was
defined. The effective skew ratio is the slope of a metric’s
isometric lines in ROC space and is related to the skew ratio
by the following theorem:
Theorem 0.1. For a two-class problem, the effective skew
ratio of a metric is equal to n−

n+ times the inverse of the skew
ratio.

Proof. Denote a metric in ROC space as a function
mROC(ntpr, nfpr) where the true positive rate is defined as
ntpr = ntp

n+ and the false positive rate is defined as nfpr =
nfp

n− = n−−ntn

n− . mROC(ntpr , nfpr) = m(n+ntpr, n
− −

n−nfpr) where m is a metric defined as some function of
ntp and ntn as done previously in this paper.

An isometric line of a metric in ROC space is defined by
letting mROC(ntpr, nfpr) = m′ where m′ is some con-

stant. The effective skew ratio is the slope of this line in
ROC space and is equal to dntpr

dnfpr
.

In calculus, implicit differentiation states the following:
If a differentiable function f(x, y) = 0, where y is defined
implicitly as a differentiable function of x, and ∂f

∂y �= 0, then
dy
dx = −∂f/∂x

∂f/∂y .
Let f(ntpr, nfpr) = mROC(ntpr, nfpr)−m′ = 0. Then,

because of implicit differentiation, the effective skew ratio
dntpr

dnfpr
is equal to −∂f/∂nfpr

∂f/∂ntpr
.

Note that: ∂f
∂ntpr

= ∂mROC

∂ntpr
= ∂m

∂ntp

dntp

dntpr
= n+ ∂m

∂ntp
and

∂f
∂nfpr

= ∂mROC

∂nfpr
= ∂m

∂ntn

dntn

dnfpr
= −n− ∂m

∂ntn

Thus, effective skew ratio = dtpr
dfpr = −∂f/∂fpr

∂f/∂tpr =
n−
n+

∂m/∂ntn

∂m/∂ntp
= n−

n+
1

skew ratio .

Both the effective skew ratio and metric skew can be used
for analyzing and characterizing metrics. However, using
metric skew has several advantages. First, since determin-
ing the effective skew ratio depends on isometrics in ROC
space, it is more difficult to extend beyond two-class prob-
lems (we are unaware of any such extensions). However,
metric skews can be calculated for each class in a multi-
class problem as long as the metric is defined in terms of
constants and nj

tp for all classes j. Furthermore, the method
of calculating metric skew is more straightforward than the
example method of finding effective skew ratios based on
isometrics in ROC space as described in (?). Finally, for
two-class problems specifically, using the ratio of the two
metric skews for each class (the skew ratio) rather than ef-
fective skew ratio is better suited for determining whether a
metric is biased towards the positive or negative class. For
example, if the skew ratio is exactly equal to 1, then the
metric is not skewed towards either class. However, a skew
ratio of 1 means that the metric has an effective skew ratio of
n−
n+ . Here, the effects of classifying the positive and negative
class is less straightforward to interpret.

Analysis of Common Metrics
Let us now use metric skew to determine the skew ratios
of several common metrics in two-class problems. We will
also use metric skew to examine some example metrics for
multi-class problems. We will see that our approach not only
confirms and is consistent with known observations on eval-
uation metrics, but also provides several new properties.

A summary of skew ratios for two-class problems are in
table ??. Figure ?? plots some of the non-constant skew
ratios from table ??. In all plots in figure ??, n+ = n− =
100 while ntp and ntn are varied. Note that the plots show
the log of the skew ratio for precision and f1-measure, but
not macroaveraged precision.

Total cost and variants
First, let us show that our method of finding metric skew is
consistent with cost-sensitive metrics. Using equation ?? as
the evaluation metric, ∂m

∂ntp
= −c′fn and ∂m

∂ntn
= −1. Thus,

the skew ratio equals c′fn, meaning that misclassifying the
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Figure 1: Example graphs of non-constant skew ratios when n+ = 100, n− = 100

positive class is c′fn times more costly than misclassifying
the negative class, a result that is exactly consistent with the
definition of costs in cost-sensitive learning. Similarly, it is
easy to show that the skew ratio of average accuracy is equal
to 1, which is consistent with the fact that true positives and
true negatives contribute equally to average accuracy.

AUC
For AUC, we get a particularly interesting skew ratio. Using
equation ?? (which only calculates the contribution of the
current values of ntp and ntn to the total AUC based on its
immediate neighbors), we obtain a skew ratio of ntn1−ntn2

ntp2−ntp1
,

meaning that the relative importance of correctly classifying
the positive versus the negative class depends strictly on the
values in the ROC curve to the immediate left and right of
the current point. As discussed, a single value of ntp and ntn

returned by a classifier can be turned into a three-point ROC
curve by including the trivial classifier that always guesses
the negative class and the classifier that always guesses the
positive class. In this special case, the skew ratio is equal to
n−
n+ , meaning that correct classifications from each class are
weighted proportionally to the inverse of its prior.

Precision, recall, and variants
For recall, the skew for the positive class is 1/n+ and the
skew for the negative class is 0. Since recall depends only
on performance on the positive class, it is always more im-
portant to do well on the positive class, which is consistent
with the values for the metric skews. The skew ratio of pre-
cision is n−−ntn

ntp
; the log of this skew ratio is plotted in Fig.

??(a).
For f1-measure, the skew ratio is equal to n−ntn

ntp
. Since

n ≥ ntn +ntp, the skew ratio is always greater than or equal
to 1, with equality only if there are no false positives and no
false negatives. At this point, of course, there is no way to
increase f1-measure, meaning that increasing the number of
true positives always has a greater effect than increasing the
number of true negatives. In Fig. ??(b), the log of the skew
ratio of f1-measure is plotted. Note that the skew ratio is

largest when there are very few true positives and smallest
when ntp and ntn are close to n+ and n−.

The skew ratio of the geometric mean of precision and
recall is equal to 2n−+ntp−2ntn

ntp
. Since the maximum value

of ntn is n−, the skew ratio is also always greater than or
equal to 1.

Analysis of metrics for multi-class problems
Now let us use the microaveraged and macroaveraged pre-
cision and recall as examples of how our approach can be
applied to the more general multi-class case. In order for a
more direct comparison with our previous analysis on two-
class metrics, the skew ratios of these metrics are also de-
scribed below and included in table ??.

The skew of microaveraged recall for the jth class is 1
n .

Since this is a constant, the skew of microaveraged recall
for all classes is equal. Thus, all classifications contribute
equally to microaveraged recall, and, for the two-class case,
the skew ratio is 1. The skew of macroaveraged recall for
the jth class is 1

nj . That is, classifications are weighted with
weights equal to the inverse of the number of points in that
class. In the two-class case, this means the skew ratio is n−

n+ .
This is consistent with previous work.

The skew of the microaveraged precision is also a con-
stant, meaning that all classifications contribute equally to
microaveraged precision. However, the skew of macroaver-
aged precision is not the same as the skew of macroaveraged
recall and is much less straightforward. For the simplest
two-class case, the skew ratio of macroaverage precision is
equal to:

n−(n+ + ntn − ntp)2 + ntn(n)[n− − n+ + 2(ntp − ntn)]
n+(n− + ntp − ntn)2 + ntp(n)[n+ − n− + 2(ntn − ntp)]

which is in general not equal to n−
n+ . This skew ratio is plot-

ted in Fig. ??(c) for the case where n+ = n− = 100. As
evident from the figure, the skew ratio of macroaverage pre-
cision is a saddle function. Thus, macroaveraged precision
does not weight classifications inversely proportional to the
number of points from that class in the test set. Instead,
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Table 2: A summary of evaluation metrics and their skew
ratios

Metric Skew ratio
accuracy 1
total cost c′fn

partial AUC ntn1−ntn2
ntp2−ntp1

recall see discussion
precision n−−ntn

ntp

f1-measure n−ntn

ntp

geo. mean of prec. and rec. 2n−+ntp−2ntn

ntp

microaverage recall 1
macroaverage recall n−

n+

microaverage precision 1
macroaverage precision see discussion

macroaveraged precision weights classifications very differ-
ently depending on the current number of correct classifica-
tions.

Discussion
Our work shows that care must be taken when misclassifica-
tion costs are either equal or unknown. If misclassification
costs are equal, then care must be exercised when using and
interpreting results from a metric with a skew ratio that is not
1. For example, in a two-class problem, precision, recall,
and f-measure are often used in cases where both classes
are equally important; however, this might lead to incorrect
conclusions. In cases where classes are equally important,
the microaveraged precision, recall, and f-measure should
be used instead.

In cases where misclassification costs are unequal and un-
known, the use of certain evaluation metrics with certain val-
ues of skew results in an implicit misclassification cost for
each class that is equal to the skew for that class. An exam-
ple where misclassification costs are unequal and unknown
is the imbalanced dataset problem.

In the imbalanced dataset problem, the priors of each class
are highly unequal. For example, in a two-class case, the
probability of a datapoint from the positive class is much
smaller than the probability of a datapoint from the negative
class. Without accounting for class imbalance, many classi-
fiers often learn to assign all points to the negative class. The
argument is that this type of classifier is well-nigh useless,
and, in example domains such as cancer detection, various
types of fraud detection, and intrusion detection, this argu-
ment holds true.

However, if misclassification costs are equal, a classifier
that learns to always predict the class with the highest prior
may, in fact, be a very good learned classifier. For example,
if misclassification costs are equal and the prior probabil-
ity of the negative class is, say, 99%, then a classifier that
always assigns points to the negative class is just as valid
as a classifier which is completely correct on the positive
class but misclassifies 1% of the data points (i.e., 1/99th of
the negative class). While the second classifier seems more

palatable, the total number of misclassifications is the same
in both cases 2. In practice, it may also be difficult to in-
crease the number of true positives without introducing a
large number of false positives as well, meaning that a clas-
sifier which always guesses the negative class may in fact
lead to the lowest number of total misclassifications. Thus, a
classifier learned from an imbalanced dataset which always
predicts a single class is a problem only when misclassifying
the minority class has some cost that is higher and unequal
to the cost of misclassifying the majority class.

Thus, the imbalanced dataset problem involves both un-
equal priors as well as a (possibly unknown) higher mis-
classification cost for the minority class. Many past papers
on imbalanced datasets have stated that an evaluation met-
ric such as total accuracy or total number of misclassifica-
tions is susceptible to imbalanced class priors; instead, met-
rics such as AUC and f1-measure have been used because
of their relative “immunity” to imbalanced class priors. As
we have argued, application of these metrics to a problem
where costs are supposedly “unknown” implies that hidden
but known costs (equivalent to metric skew) are being used
during evaluation. Neither AUC nor f1-measure have a skew
ratio guaranteed to equal 1. F1-measure always has a higher
skew for the positive class. For AUC, when n+ < n− as
in imbalanced datasets, the skew ratio may often be greater
than 1. For example, in the simple three-point ROC curve,
the skew ratio is always equal to n−

n+ which, in an imbal-
anced dataset, is always greater than 1. Thus, the ability of
AUC and f1-measure to effectively rank classifiers on imbal-
anced datasets seems to stem partially from the fact that the
skew ratio favors the minority class, a bias which matches
the property that the minority class has an implicit but un-
specified misclassification cost greater than the misclassifi-
cation cost on the majority class.

Other metrics also become more skewed towards the pos-
itive class as the prior of the negative class becomes larger
than the prior of the positive class. In figure ??, we graph
the indicator functions of whether the skew ratio is greater
than 1; in the graphs, the color white indicates that the skew
ratio is greater than 1 for those values of ntp and ntn, while
black indicates that the skew ratio is less than or equal to 1.
In the top row, we plot precision, while in the bottom row,
we plot macroaveraged precision. The size of the negative
class becomes larger with respect to the size of the positive
class as one goes from left to right in the figure. Note that
as the relative size of the negative class increases, the rela-
tive amount of space in the figures where the skew ratio is
biased towards the positive class becomes larger and larger.
In addition, only the two right-most columns have a posi-
tive class prior less than or equal to 0.1. That is, even when
the negative class is slightly larger with respect to the pos-
itive class, the skew ratio favors the positive class for most
possible values of ntp and ntn.

2This is related to the problem with accuracy described in (?);
using accuracy as an objective measure, however, each of these
classifiers is equally good
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Figure 2: Graphs of indicator function for whether skew ratio> 1 for n+ = 100 and for different values n−. On the graph,
white indicates skew ratio> 1 and black indicates skew ratio<= 1. Note that even for moderate amounts of imbalance, both
example metrics are skewed towards the positive class for most possible values of ntp and ntn.

Future Work
One area of future work is to further investigate non-constant
metric skews. In particular, it is less obvious how to use non-
constant metric skews in a beneficial manner in comparison
to constant metric skews. Another area of future work is
to use the metric skew and skew ratios to directly compare
metrics. Any method of using metric skew to compare eval-
uation metrics will need to take prior work on this area in (?)
and (?) into consideration. We also plan to further investi-
gate the relationship between metric skew and misclassifica-
tion costs in cost-sensitive learning. Finally, one possibility
is to use the metric skews themselves to weight classification
results in order to handle problems such as dataset imbalance
and to compare such an approach with ROC curves and cost
curves (?).

Summary and Conclusion
In this paper, we have introduced a method for finding the
skew of evaluation metrics. To the best of our knowledge,
the only other comparable approach is the one described in
(?) for finding effective skew ratios. However, our method
is simpler to apply, easier to interpret, and directly appli-
cable to metrics used on multi-class problems. It is also
straightforward, consistent with known facts about metrics,
and useful for finding previously unknown facts about met-
rics. Among the known facts that can be directly derived
from our approach are the following:

1. accuracy weighs all classifications equally
2. recall depends only on classifications on the positive class
3. microaveraged recall and precision weigh all classifica-

tions equally
4. macroaveraged recall weighs classifications with a weight

inversely proportional to the number of points in that
class.

More importantly, previously unknown facts about metrics
presented in this paper include:

1. the exact form for the metric skew of macroaveraged pre-
cision

2. f1-measure and the geometric mean of precision and re-
call are always skewed towards the positive class

3. AUC may be skewed towards the positive class in imbal-
anced problems.
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